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Abstract—Bitcoin is the leading example of a blockchain
application that facilitates peer-to-peer transactions without the
need for a trusted third party. This paper considers possible
attacks related to the decentralized network architecture of
Bitcoin. We perform a data driven study of Bitcoin and present
possible attacks based on spatial and temporal characteristics of
its network. Towards that, we revisit the prior work, dedicated
to the study of centralization of Bitcoin nodes over the Internet,
through a fine-grained analysis of network distribution, and
highlight the increasing centralization of the Bitcoin network over
time. As a result, we show that Bitcoin is vulnerable to spatial,
temporal, spatio-temporal, and logical partitioning attacks with
an increased attack feasibility due to the network dynamics.
We verify our observations through data-driven analyses and
simulations, and discuss the implications of each attack on the
Bitcoin network. We conclude with suggested countermeasures.

Index Terms— Computer security, network security, distrib-
uted computing.

I. INTRODUCTION

ITCOIN has been a lucrative target of attack for

adversaries, who have been mainly targeting Bitcoin’s
exchanges and the Bitcoin peer-to-peer network. In this paper,
we extend the security analysis of Bitcoin P2P network
by exploring the partitioning attacks. In particular, through
network data analysis (§IV), we uncover and exploit the
increasing centralization of Bitcoin nodes over the Internet,
the non-uniform consensus among peers, and the software
diversity of Bitcoin clients to devise and optimize partitioning
of the Bitcoin network. We outline spatial, temporal, spatio-
temporal, and logical attacks, exploiting various aspects of
Bitcoin dynamics. Some of those attacks are not new. For
example, in 2014, an attacker from a malicious ISP hijacked
IP prefixes of 19 Internet providers to isolate Bitcoin traffic and
steal $83,000 USD worth of bitcoins [21], as an instance of the
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spatial attack. This attack has been formalized and examined
in [1]. Our work shows that the network has become more
vulnerable due to increasing centralization.

In 2017, 13 ASes hosted 30% Bitcoin nodes while 50 ASes
hosted 50% Bitcoin nodes [1]. In our analysis, started in
February 2018, we found that only 8 ASes host 30% of
Bitcoin nodes and 24 ASes host 50% of Bitcoin nodes.
At the organization-level, we found that only 13 organiza-
tions host 50% of the Bitcoin nodes. Among them, only
two organizations host 65.7% of Bitcoin hashing rate, with
the leading organization (AliBaba) having a 59.4% share of
Bitcoin hashing rate. At the network level, we exploit the
increasing centralization (§V-A) to show empirically that an
adversary can easily partition the network spatially through
BGP hijacking. At the AS level, we show a pattern of
IP prefix distribution: in some cases, hijacking as little as
20 prefixes would give the adversary control over 80% of the
Bitcoin nodes residing within this AS. At the organization-
level, we uncover that multiple ISPs control more than one
AS, amplifying the centralization effect, and facilitating new
attacks.

Unique to our study, we exploit the non-uniform con-
sensus among peers for optimized temporal attacks (§V-B).
We observed that—due to latency—there is a lag in consensus
and block propagation. Through our analysis, we found that
even 5 minutes after the publication of a block, ~62.7% of
nodes in the network remain behind the latest block by one
or two blocks. We show that such a behavior can be exploited
to optimize an attack in which the adversary can feed false
blocks to nodes and temporally partition the network. Con-
sidering the ethical ramifications of launching these attacks in
practice, we instead use simulation-based models to validate
our findings. Through simulations, we show that an attacker
with ~30% hash power can mislead nodes that are behind the
main chain.

To optimize spatial and temporal attacks, we explore the
spatio-temporal attack vector (§V-C). By observing that only
5 ASes hosted ~30% of synchronized nodes, this attack
considers them as more valuable targets, thus reducing the
attacker’s effort. Observing the presence of more than 200 Bit-
coin software versions, demonstrating high software diversity,
we outline a logical attack, in which an adversary manipulates
the client behavior to partition the network (§V-D).

Little work has been done on measuring temporal behav-
iors in the Bitcoin network for attacks. Apostolaki et al. [1]
performed a data analysis on Bitcoin to understand AS-level

1558-2566 © 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: University of Central Florida. Downloaded on October 11,2025 at 17:39:21 UTC from IEEE Xplore. Restrictions apply.


http://dx.doi.org/10.1109/ICDCS.2019.00119
https://orcid.org/0000-0002-8762-4566
https://orcid.org/0000-0002-9852-2581
https://orcid.org/0000-0001-5726-6289
https://orcid.org/0000-0003-0503-2012
https://orcid.org/0000-0003-3227-2505

SAAD et al.: EXPLORING PARTITIONING ATTACKS ON BITCOIN NETWORK

centralization of nodes and miners, and presented the possi-
bility of routing attacks. However, their work was limited to
spatial attacks at vantage points on the Internet, which we
demonstrate more effective due to network centralization.

Contributions and Roadmap. In summary, we make
the following contributions. 1) Through data-driven analysis,
we provide deeper insights into the Bitcoin network anatomy
by outlining characteristics and distribution of full nodes.
2) Consolidating various insights from our measurements,
we study four partitioning attacks on the Bitcoin network:
the spatial, temporal, spatio-temporal, and logical partitioning
attacks. Our longitudinal analyses capture the varying dynam-
ics of the Bitcoin network over three years using which we
examine the feasibility of each attack over time. 3) We discuss
countermeasures to address those attacks.

In addition to the aforementioned contributions that also
appeared in [34], this paper extends our analysis as follows:
(1) We supplement our work in [34] with new dataset collected
from 2018 to 2020. (2) Using that dataset, we conduct a
longitudinal study to analyze the changing patterns in the
spatial distribution of Bitcoin nodes and the network synchro-
nization. Our results show that in 2019, the Bitcoin network
was highly vulnerable to both spatial and spatio-temporal
partitioning attacks since only 11 ASes hosted 50% nodes,
and the average number of synchronized nodes among the
top three ASes was the highest (=1917). Moreover, we also
observe that in 2020, the Bitcoin network has become more
vulnerable to the temporal partitioning attack since the average
network synchronization has significantly decreased to 64%.
(3) Additionally, we also strengthen our prior analysis on the
logical partitioning attack by conducting a vulnerability scan
on Bitcoin full nodes. Our results show that ~24% nodes
are vulnerable to at least one software vulnerability. Among
them, 70.57% are vulnerable to “CVE-2018-15919” which is
an OpenSSH vulnerability that allows an adversary to detect
the existence of users on the target system [13].

Through the rest of the paper, in §II, we outline the
Bitcoin network model, and in §III, we outline the threat
model. We provide our preliminary analysis in §IV. In §V,
we discuss the partitioning attacks on Bitcoin network and in
§VI, we explore the possible countermeasures for each attack.
That is followed by related work and conclusion in §VII and
§ VIII, respectively.

II. THE BITCOIN NETWORK MODEL

The Bitcoin network consists of nodes connected in a peer-
to-peer model. Upon joining the network, nodes connect to
each other using public IP addresses, and use the gossip
protocol to exchange network information such as transactions,
blocks, and addresses. There are special nodes in the network,
called miners, that extend the blockchain by creating new
blocks [31].

Ideally, all the participating nodes in the network need to
have an updated blockchain ledger, but the growing size of
the chain makes it infeasible to be used on smart devices.
To address this problem, Bitcoin also uses a concept of
lightweight clients or SPV clients that run on a smart device
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Fig. 1. Bitcoin network with full nodes and lightweight nodes. Lightweight
nodes use the view that their associated full nodes provide. Full nodes F1,
F2, and F5 have updated views while F3 and F4 are 1-2 blocks behind.

and obtain the blockchain information by connection to the full
nodes. Therefore, the current Bitcoin network is structured into
full nodes that are active in the main network, and lightweight
nodes that use services of full nodes. In Figure 1, we provide
an illustration of this model. For more information regarding
the full, we refer the reader to [19].

III. THREAT MODEL

In this section, we outline the basics of partitioning attacks
on Bitcoin and describe our threat model. Towards that,
we revisit Apostolaki et al.’s work [1] (referred to as the “clas-
sical attack™), providing a baseline for partitioning attacks.
We highlight new targeted attacks on the network, by intro-
ducing temporal and spatio-temporal attacks, which have not
be identified before.

For the spatial partitioning, we assume the adversary to be
an autonomous system (AS), an ISP organization, or a nation-
state. An AS hosting a fewer Bitcoin nodes can launch a BGP
attack on another AS that hosts more nodes. As a result, it can
hijack the Bitcoin traffic, isolate the mining power, or simply
harm the reputation of the target AS. For temporal attacks,
we assume a malicious mining pool that attempts to fork the
network and deprive an honest miner from block rewards. With
soft forks, the adversary aims to create a temporary imbalance
in system ramifications, such as transaction processing, and
by hard forks it attempts to permanently split the network
with diverging views. Additionally, due to the centralization
of Bitcoin traffic and a shift in country-level policies towards
Bitcoin, we do not exclude the possibility of a nation-state
adversary.

Adpversarial Capabilities. In the threat model, adversaries
have unique capabilities. For example, a malicious AS or
organization will have the ability to announce false routing
information to other ASes and separate the target AS from
neighboring nodes. This, in turn, can disrupt the exchange of
transactions, blocks, and mining information, thereby affecting
all the network nodes.

For temporal partitioning, the adversarial mining pool will
have a consistent view of the network, which will allow it to
identify nodes that are behind the blockchain. Obtaining this
information is not challenging since various Bitcoin crawlers
are available and can be used to access the blockchain view
of nodes [9]. This can be exploited by the malicious mining
pool to identify vulnerable nodes that are one or more blocks
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behind. A malicious miner, for instance, can mislead those
nodes by propagating false information in the network. Doing
S0 may create a partitioning in the network, where a group of
nodes are misled into following a counterfeit blockchain.

For the spatio-temporal partitioning, we assume an adver-
sary capable of announcing BGP prefixes and mining Bitcoin
blocks. The adversary targets the synchronized nodes through
spatial partitioning and the non-synchronized nodes through
temporal partitioning attacks. Finally, for logical partitioning,
we assume an adversary capable of exploiting bugs in Bitcoin
or releasing a new Bitcoin version with improved functional-
ities.

Attack Objectives. The Bitcoin blockchain security
strongly relies on the network’s capability of preventing forks
that cause inconsistency in consensus. Moreover, forks are also
undesirable for the mining pools since they waste the work of
honest miners. Through partitioning attacks, the adversary tries
to violate the blockchain consistency and waste the effort of
honest miners. In the following, we describe the adversary’s
objectives in each partitioning attack.

In spatial partitioning, the adversary aims to isolate a group
of nodes in order to (1) prevent users from generating trans-
actions or receiving blocks, and (2) reduce the network’s hash
rate (i.e., if nodes belong to the mining pools). In temporal par-
titioning, the adversary subverts a group of nodes by feeding
them the counterfeit blocks and creating forks in the network.
In the spatio-temporal partitioning, the adversary ensures that
forks persist for a long time, allowing the adversary to feasibly
double-spend. Finally, in the logical partitioning, the adversary
forces the vulnerable nodes to follow different rules from other
nodes (i.e., accept double-spent transactions).

IV. PRELIMINARY ANALYSIS

A. Data Collection

For our analysis, we crawled data from Bitnodes [9], which
is a Bitcoin service supported by Earn.com [10]. Bitnodes
maintains a persistent connection with all reachable nodes by
running a full node that connects to the rest of the network.
For each node, Bitnodes records useful information such as
the latency, the uptime, and the latest block etc. From IP
addresses, it determines the corresponding AS, organization,
and location of nodes. We developed another crawler, atop
Bitnodes, to collect Bitnodes data. We ran the crawler for
two months and sampled the network snapshot at 10 minutes
interval.

While the aforementioned dataset was used in our initial
study [34], we continued our data collection until May 2018 to
obtain more comprehensive results. Later, in August 2019,
we resumed our data collection and continued till May 2020.
As a result, for each year, we had five months of data from
Bitnodes. The dataset included network snapshots sampled
at 10 minutes interval. We used that dataset to conduct
a longitudinal analysis of changing patterns in the Bitcoin
network, including the distribution of nodes across ASes
and the network synchronization. The results are provided
in §V-Al, §V-B1, and §V-Cl1.
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TABLE I

A VIEW OF ToP TEN ASES AND ORGANIZATIONS IN BITCOIN ON FEB-
RUARY 28TH 2018. THE TABLE SHOWS THAT BITCOIN IS MORE
CENTRALIZED WITH RESPECT TO ORGANIZATIONS THAN ASES.
AS24940 INTERCEPTS THE MAXIMUM BITCOIN TRAFFIC

ASes Nodes | Nodes % Organizations | Nodes | Nodes %
AS24940 | 1,030 7.54% Hetzner 1,030 7.54%
AS16276 697 5.11% Amazon 756 5.54%
AS37963 640 4.69% OVH SAS 700 5.13%
AS16509 609 4.47% Hangzhou 640 4.69%
AS14061 460 3.37% DigitalOcean 503 3.69%
AS7922 414 3.04% Comcast 414 3.04%
AS4134 394 2.89% Jin-rong Street 394 2.89%
TOR 319 2.34% TOR 319 2.34%
AS51167 288 2.11% Contabo 288 2.11%
AS45102 279 2.05% Alibaba 279 2.05%

B. Methodology

First, we analyzed the distribution of nodes across ASes and
organizations. The initial results gave us a holistic view of
the network and its centralization, which we used to describe
spatial partitioning attacks. Next, we analyzed the network
synchronization by analyzing the blockchain view of each
node. We recorded the latest block published by miners in
the network and the most recent block that every node had.
The difference between the two denoted how far behind the
node was from the network. As shown in Fig. 1, nodes F3 and
F4 are 1-2 blocks behind the main chain. We leveraged this
information to outline temporal partitioning attacks that can be
launched on Bitcoin network to isolate nodes based on their
outdated view.

C. Measurements and Observations

Below, we discuss some key observations we made during
the preliminary analysis on the Bitcoin network on Feb-
ruary 28, 2018. The network snapshot showed that there
were 13,635 full nodes in the network out which 11,382
(83.47%) nodes were up. Only 6,155 (45.14%) nodes had the
most updated copy of the blockchain while 7,480 (54.86%)
were 1 or more blocks behind. Among the full nodes,
12,737 (93.41%) had IPv4 address, while 579 (4.24%) had
IPv6 address. The remaining 319 (2.33%) full nodes had
onion addresses [29], meaning that they were using TOR
services to run Bitcoin. During the two months data collection,
the average number of nodes that were up was ~10K.

V. PARTITIONING ATTACKS ON BITCOIN

Based on our preliminary analysis, in this section,
we present four partitioning attacks on the Bitcoin network.

A. Spatial Partitioning

In this section, we analyze the centralization of full nodes
and mining pools across ASes and organizations. Towards that,
we revisit the prior work to evaluate the classical attack, and
demonstrate that over time, the Bitcoin network has further
centralized and become more vulnerable to the attack.

Attack Objectives. The objective of spatial partitioning
is to isolate Bitcoin nodes. The objective can be purely to
isolate miners, and restricting their access to the network,
or eclipsing an entire AS that hosts a large fraction of
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Fig. 3. Distribution of Bitcoin full nodes across ASes and organizations.
Note that nodes are more centralized across organizations than ASes.

nodes. A mining pool might launch such an attack against
its competitor to increase its chances to publish more blocks.
A competing cryptocurrency can launch this attack to affect
Bitcoin’s reputation.

Attack Procedure. In Figure 2, we provide an illustration
of a BGP attack, which can be launched by a malicious orga-
nization or an AS. In this attack, the malicious AS announces
prefixes that belong to the victim AS. As shown Figure 2,
organizations D and E can launch BGP attacks against orga-
nization F and B, respectively, by broadcasting more specific
prefixes. Moreover, the attack can be made more targeted
by announcing prefixes addressing only Bitcoin nodes. This
attack relies on two major factors: the total number of ASes
and organizations, and the total number of nodes hosted in
each of them. In particular, if the total number of ASes and
organizations hosting full nodes is large, the attack becomes
costly. Similarly, if the number of nodes is concentrated within
a few ASes, that makes a better target rather than attacking
arbitrary ASes with fewer nodes. To evaluate that, we carried
out two experiments to observe the total number of ASes
hosting Bitcoin nodes and the distribution of nodes among
those ASes.

Practical Considerations. Our results show that the full
nodes in Bitcoin are highly centralized at the AS and organi-
zation level. Compared to [1], the network has become even
more centralized, and more vulnerable to BGP hijacking and
routing attacks. In particular, we observed that among the total
of 84,903 ASes in the world [32], only 8 (0.0094%) ASes
host 30% Bitcoin nodes. 24 (0.028%) ASes host 50% while
1,660 (1.95%) ASes host 100% Bitcoin nodes. This shows a
significant difference in the number of ASes that host 50% and
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TABLE II

ToP 5 MINING POOLS PER HASH RATE, ASES, AND ORGANIZATIONS.
65.7% MINING DATA GOES THROUGH ONLY THREE ORGANIZATIONS.
ALIBABA HAS A VIEW OF AT LEAST 60% OF THE MINING DATA.
WE EXCLUDE THE REMAINING 12 MINING POOLS FROM THE
STUDY AS THEIR TOTAL CONTRIBUTION TO HASH RATE IS

MINIMAL

Mining Pool | H. Rate % ASes Organizations

o AS37963 | Hangzhou Alibaba
BTC.com 25% AS45102 |  AliBaba (China)
Antpool 12.4% AS45102 AliBaba (China)
ViaBTC 11.7% AS45102 AliBaba (China)
BTC.TOP 10.3% AS45102 AliBaba (China)

o AS45102 AliBaba (China)
F2Pool 63% | AS58563 | Chinanet Hubei
12 others 34.3% — —

100% full nodes. To understand that, we plot CDF of ASes
that host the traffic of full nodes in Figure 3.

Similarly, we observed that the top 8 organizations inter-
cepted 30% Bitcoin traffic and the top 13 organizations
intercepted 50% traffic, collectively. We also noticed that each
organization controlled one or more ASes, alluding to the
possibility of a fine-grained partitioning attack.

In Table I, we show the top 10 ASes and organizations along
with the percentage of total nodes that they host. We group
TOR nodes and treat them as a single AS. AS24940 hosts
7.54% nodes and its corresponding organization Hetzner
Online also hosts 7.54% nodes, meaning that the Bitcoin traffic
routed by Hetzner Online entirely goes through AS24940.
On the other hand, Amazon.com routes 5.54% of the traffic
while AS16276 intercepts 5.11% traffic. This shows that
Amazon.com owns another AS besides AS16276 that also
routes traffic. This model can be observed in Figure 2.

Mining pools are another important part of Bitcoin, since
they are responsible for extending the blockchain and main-
taining its state. Mining pools consist of miners on the Internet
communicating via a special mining protocol known as the
“Stratum Mining Protocol” [8]. All miners compute PoW and
send the result to the stratum server address specified by the
mining pool. The stratum address is made public by the mining
pool. As such, if the link to the stratum server is compromised,
the mining pool gets disconnected and its aggregate hash
rate decreases. To analyze the distribution of stratum servers,
we carried out two experiments. First, we gathered information
about major mining pools in Bitcoin and their hash rate from
Blockchain.info [5]; results are reported in Table II. Next we
selected the top 5 mining pools, which had an aggregate hash
rate of 65% of the total in the Bitcoin network. We then
collected the stratum address of the selected mining pools from
their websites and traced the IP address corresponding to each
stratum address [6]. We mapped each IP address to the AS
hosting the stratum server. We found that 3 ASes had 65% of
Bitcoin mining pool traffic while one organization “AliBaba”
alone had more than 50% of the Bitcoin mining pool traffic.
We report our results in Table II. In the light of our threat
model, and given an adversary capable of BGP hijacking,
policy enforcement at an organization level, or collusion,
having an organization hosting more 50% of the mining power
makes such an attack even more effective.
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Analytics Framework. In order to comprehensively
understand the dynamics of the spatial partitioning attacks,
we developed an analytics framework to perform real-time
analysis of the spatial partitioning attacks in the Bitcoin net-
work. In our analytics framework, we collect the IP addresses
of all the reachable Bitcoin nodes present in the network
at any time. We then obtain the corresponding ASes that
host those nodes along with their IP prefixes. For each AS,
we divide the total number of nodes by the total number of
prefixes to analyze the attack feasibility. We then define the
attack feasibility as the adversary’s ability to isolate the largest
number of nodes by hijacking fewer prefixes. Through the
complete isolation of nodes in an AS, the adversary creates a
fork between the victim nodes and the rest of the network [1].

To illustrate the attack feasibility, consider three ASes (AS
A, AS B, and AS C) that host Bitcoin nodes. Assume that AS
A hosts 100 nodes in 100 unique prefixes, AS B hosts 50 nodes
in 15 unique prefixes, and AS C hosts 50 nodes in 25 unique
prefixes. In a naive attack, AS A could be the most lucrative
target for the adversary since it hosts more nodes than the
other two ASes. However, attacking AS A can be costly since
it would require the adversary to announce up to 100 prefixes
in order to fully isolate all the nodes and create a blockchain
fork. In contrast, if the adversary simply announces 15 prefixes
of AS B and 25 prefixes of AS C, the adversary can isolate
up to 100 nodes by hijacking only 40 prefixes. Moreover,
by isolating nodes in two distinct ASes (AS B and AS C),
the adversary can create up to two blockchain forks. ! Through
our proposed framework, we analyze the number of Bitcoin
blockchain forks that can be created if the adversary follows
the aforementioned strategy.

In Figure 4, we plot results obtained from our analytics
framework. The y-axis in Figure 4 shows the total number of
forks and the x-axis shows the number of cumulative prefixes
the adversary needs to hijack in order to create the required
number of forks. Our results show that an adversary can fork
the Bitcoin blockchain 700 times by hijacking up to 1.8K BGP
prefixes. Our analytics frameworks is available for evaluation
in [35].

Implications. Spatial partitioning is detrimental to the
Bitcoin network as it facilitates other major attacks including
double-spending attacks, eclipse attacks, and the 51% attack.
As shown in Table II, if an attacker hijacks 3 ASes, he can
isolate more than 60% of the Bitcoin hash power. As Figure 4
shows that by hijacking 15 BGP prefixes, the attacker can
cut 95% traffic of AS24940 that hosts 1,030 full nodes.

'We assume there is at least one mining node in each AS.
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TABLE III

LONGITUDINAL ANALYSIS OF NODE HOSTING PATTERNS ACROSS ASES
FrROM 2018 1O 2020. IN 2018, 3.23% NODES WERE USING
TOR. IN 2019, THAT NUMBER DECREASED BELOW 1.50%, AND
IN 2020 IT INCREASES TO 25.8%

2018 2019 2020
ASes Nodes ASes Nodes | ASes Nodes
AS24940 9.57% AS24940  12.15% | TOR 25.8%
AS16276 5.94% AS14061 7.57% AS24940  10.52%
AS16509 5.42% AS16509 7.23% AS16509 6.00%
AS14061 3.62% AS16276 5.54% AS14061 4.79%
TOR 3.23% AS20473 4.92% AS16276 4.40%
AS51167 2.67% AS7922 2.66% AS63949 2.73%
AS7922 2.58% AS15169 2.17% AS15169 1.99%
AS37963 2.56% AS51167 2.08% AS51167 1.83%
AS4837 2.42% AS45102 1.89% AS7922 1.63%
AS15169 1.82% AS14618  150% | AS45102 1.07%

By isolating the hash power, an attacker can cause delays in
the block creation and the transaction confirmation.

If the attacker is a mining pool with lower hash rate, it can
launch the attack on competing mining pools and deprive
them of their mining rewards. By isolating a majority of the
network’s hash power, the attacker can launch the 51% attack
on Bitcoin which will grant him a permanent control over
the blockchain. Furthermore, in peer-to-peer settings, nodes
are responsible to relay blocks and transactions to each other.
By hijacking a subset of nodes, the attacker can introduce a
cascade effect in which propagation of blocks and transactions
can be stalled; the attacker does not have to isolate all nodes by
hijacking all BGP prefixes in an AS. Isolating a major subset
of nodes can eclipse the entire AS.

1) Longitudinal Analysis of Spatial Partitioning: So far, our
analysis of the spatial partitioning attack shows the Bitcoin
network state in February 2018. As mentioned in §IV-A,
we continued our data collection until 2020 to observe changes
in the Bitcoin nodes’ hosting patterns and their vulnerability to
the BGP attacks. For each year, we report the average results
in Table III and derive the following key conclusions.

The first key observation is that the number of Bitcoin
nodes using Tor has fluctuated in the last three years. In 2018,
the average number of nodes using the Tor network was
3.23%. In 2019, that number decreased below 1.50%, and
in 2020, the number increased to 25.8%. This shows that
in 2020, approximately a quarter of the total network started
using Tor. This could be due to the fact that the threat of
spatial partitioning has become well-known in the Bitcoin
community [34]. Since Tor shields the public IP address,
therefore, an adversary cannot precisely know the location of
the node in an AS. This provides a certain degree of protection
against the spatial partitioning attack. Therefore, the number
of Tor nodes has increased over time.

The second key observation is that the dominant ASes
in 2018, including AS24940, AS16276, AS16509, and
AS14061, also remained dominant in 2019 and 2020.
Although, the number of nodes that they host each year
has changed, however, they still host a significant number
of Bitcoin nodes. In 2018, AS24940 hosted 9.57% nodes,
which then increased to 12.15% in 2019, and later decreased
to 10.52% in 2020.
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The third key observation is that the degree of centralization
has changed over time. In 2018, 24 ASes hosted 50% nodes.
That number dropped to 11 ASes in 2019, making the network
highly vulnerable to spatial partitioning attacks. However,
since 2020, the diversity in node hosting pattern has increased,
and 49 ASes host 50% nodes. This is similar to the network
state in 2017 [1] where 50 ASes hosted 50% nodes. One
factor that has contributed to this diversity is that a significant
number of nodes (25.8%) has switched to the Tor network
which shields the information about their ASes.

Overall, we conclude that since 2018, the network has wit-
nessed significant variations in terms of node hosting patterns
across ASes. While on average, the dominance of a few ASes
has persisted, the degree of centralization has changed over
time. In 2019, the Bitcoin network was the most vulnerable
to spatial partitioning attacks.

B. Temporal Partitioning

Temporal partitioning involves isolation of a group of nodes
in the network that are some blocks behind the rest of
the network. As shown in Figure 1, three nodes have the
most updated copy of the blockchain, while nodes F3 and
F4 are 1-2 blocks behind. These nodes might be behind
the main chain due to a number of reasons, such as the
network latency, a low bandwidth, software malfunctions, or a
malicious peer. Therefore, these nodes have an outdated view
of the blockchain and remain vulnerable to partitioning attacks.

Attack Objectives. The objective of the temporal parti-
tioning is the isolation and subversion of nodes or a group of
nodes within the network. Latency in updating the blockchain
is a well known vulnerability of Bitcoin, which is confirmed in
our data. Propagation delays are known to be key contributors
towards the latency [14]. Propagation delays are influenced by
the number of hops between nodes due to sparse peering, and
the time required by software clients to verify and forward
a block. Solutions have been proposed that cluster nodes to
reduce latency [37], but the authors note this may increase
the potential for partitioning attacks. This indicates a trade-off
between spatial and temporal vulnerability. Also contribut-
ing to the node latency are communication failures and the
behavior of nearby peers. The adversary would seek to disrupt
communication and control peers where the attack is launched.
It is inexpensive to setup new nodes on the Bitcoin network
for this purpose. The adversary would want to separate and
control nodes which are not up to date with the main network.
Under normal operation, those nodes might eventually catch
up with the network, but an adversary will prevent that from
happening.

Attack Procedure. Analysis of Bitcoin nodes over a period
of days shows several times a day when a significant fraction
of nodes are not up-to-date. We report our findings in Figure 5.
In Figure 5, the x-axis denotes a time-index for network
observations (one observation every 10 minutes in Figure 5(a)
and Figure 5(b), and one every minute in Figure 5(c)). The
y-axis is stacked, meaning that curves are cumulative. The
green part shows nodes that are up-to-date, the yellow part
shows nodes that are 1 block behind, and the purple part shows
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nodes that are 2-4 blocks behind. The remaining colors and
their descriptions are in the figure.

From Figure 5(a), we were able to make following obser-
vations. 1) Generally, a majority of nodes (= 50%) remains
synchronized on the blockchain state. These nodes do not lag
behind in the main chain for a long duration. 2) 10% nodes are
forever behind the main blockchain. They do not update their
blockchain and as such, they have no benefit in the network.
3) 30-40% nodes in Bitcoin occasionally waver in terms of
their view of the blockchain. Possibly due to network latency
or consensus delay, they lag behind the recent block.

To further study the distribution of consensus in the net-
work, we take a single day snapshot of the network to observe
consensus pruning among all nodes. From the view of an
attacker, with higher granularity, there is a better vantage point
to attack a group of nodes. Focusing on a single day shown
in Figure 5(b), we observed that some yellow and purple spikes
are larger and wider than others. The height of a spike denotes
the count of nodes that are behind the updated nodes, while
the width indicates the length of time for which they remain
behind the updated nodes.

From Figure 5(b), with a closer look at the network,
we made the following observations. 1) Consensus pruning
is not uniform across the network. 2) The most frequent delay
among the blocks is 1 block indicated by yellow region,
followed 2-4 blocks, indicated by the purple region. 3) On
various occasions, yellow and purple spikes can reach up
to 7,000 nodes; approximately 90% of the network can be
partitioned if an attacker isolates them.

In Bitcoin, on average, a block is published after every
10 minutes. Once a block is published, ideally the network
is expected to be synchronized within 10 minutes before the
next block is computed. However, network synchronization
is an artifact of time and fairness of the network. In the
previous two experiments, we observed that with fine grained
sampling, on a given day, the attacker can isolate a group of
nodes which are behind the main chain. To further analyze
this behavior, we performed another experiment that involved
per-minute sampling of network. Our objective was to observe
the distribution of consensus among peers immediately after
broadcast of one block and before the broadcast of the next
one. We plot the results obtained from the third experiment
in Figure 5(c). It can be observed in the figure that there
are vulnerable spots in the network in which up to 90% of
the network is 1-4 blocks behind. As such, the non-uniform
consensus pruning presented itself as an attack opportunity
whereby an attacker can find a time window to isolate a
group of targeted nodes. In Figure 5(c), the width of nodes
that are behind show the attack time window while the height
represents the number of vulnerable nodes.

Theoretical Analysis. This becomes an optimization prob-
lem to find the moment where a majority of nodes is behind for
the longest attack window. The attacker’s timing constraints
include the time to calculate false blocks and establish con-
nections to vulnerable nodes. Hence, to identify vulnerable
nodes, we formulate the temporal attack as an optimization
model: Given a timestamp t and a timing constraint T, find
the maximum number of vulnerable nodes whose lagging time
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Fig. 5. Bitcoin network synchronization. Y-axis denotes number of nodes in 1000. In each figure, green region denotes the up-to-date blocks. Yellow region
denotes 1 block behind. Purple, blue, and magenta regions represent nodes that are 2—4, 5-10, and > 10 blocks behind respectively. Figure 5(a) shows the
overall network, Figure 5(b), shows a day (March 25) that offers greater attack opportunity, and Figure 5(c) shows consensus during 10 minutes.

TABLE IV
THE MAXIMUM NUMBER OF VULNERABLE NODES

T (minutes) \ > 1 block > 2 blocks > 5 blocks
5 6280(62.67%)  3206(31.99%)  966(9.68%)
10 1761(27.13%)  1189(11.87%)  955(9.53%)
15 1141(11.39%)  1083(10.81%)  952(12.00%)
20 1109(13.97%)  1023(15.76%)  947(11.93%)
25 1070(10.68%)  1013(15.61%)  942(9.40%)
30 1042(10.39%)  984(9.82%)  942(9.39%)

L(t) is at least T. Lagging time L(t) of a node is defined
as minimum timing for this node to catch up to the main
blockchain if it lags behind at ¢. The objectives of this
formulation are as follows. (1) By identifying maximum nodes
that were lagging concurrently, attacker could isolate them
and mislead them with false blocks. (2) By investigating all
possible timestamps, an attacker could find an optimal time to
attack those nodes.

We identify nodes whose historical behaviors show their
vulnerability to temporal attacks, and record their results
in Table IV. Note that, at any time, the total number of
nodes in Bitcoin fluctuates between 8k—13k. For any time
window, we are interested in finding the maximum percentage
of vulnerable nodes for that window.

With this information, we perform a theoretical analysis
on the timing threshold T that is suitable for the attacker to
isolate a targeted set of m nodes. We assume the attacker
wants to isolate m nodes which requires the attacker to create
connections to these nodes and feed them its own version
of block. We model the required timing for this process as
an exponential distribution by rate A. In 2015, the Bitcoin
community switched from a traditional gossip-style protocol
known as trickle spreading to diffusion spreading, in which the
information propagates with independent exponential delays.
This method of modeling Bitcoin connections has been used
in prior work as well, by Fanti and Viswanath [18]. Using that,
the timing of the attacker to connect to a node is:

f)y =X Fit)=1-—eM 1)

where f(-), F(-) are probability density and cumulative distri-
bution functions. Given timing assigned to isolate m nodes is
T = (t1,...tm). The probability that an attacker isolates m

nodes under 7, derived from Cauchy inequality theorem is:

- At Sy e M
T)= l—eM) <1 - ==22—— 2
pm)=[l0 - < (1- =200 o)
Theorem 1 (Cauchy Theorem): Let x1,x3,...T, are n
non-negative numbers, then:
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Both equalities occur if and only if 1 =292 = ... =z,

Now, consider a timing constraint T, in which the attacker
wants to isolate all m nodes. This means that the timing
assignment 7 should satisfy Z:’ll t; < T. So:

“)

With timing constraint T, the attacker will have at most ()
choices for timing assignment. By union bound, the probability
p to isolate m nodes within T is bounded by:

p <b(m,T) = (;) (1— e~ mTym

p(T) < (L—e 2Ty

(&)

Given m, b() is monotonically increasing by T. Therefore,
given a successful probability p, we can infer a lower bound
of T by binary bisection. We experiment with the relationship
among values of m, T, and A. We set the targeted successful
rate of attacker p as 0.8, and test it with various values of
A. The results are recorded in table V. Column labels show
different values of m nodes that the attacker aims to isolate,
and row labels show values of A. Values in each cell denote
the bound of T such that within this bound, the attacker
can isolate m nodes under delay rate A with probability of
at least 0.8. For example, with A\ = 0.8 and m 500,
it would take only 589 seconds (approximately 10 minutes) to
isolate all m nodes with probability at least 0.8. 500 is much
smaller than number of vulnerable nodes in 10 minutes timing
constraint (from table Table V, there can be 1,761 vulnerable
nodes within T 10 minutes). Our results indicate that
even after 10 minutes, a group of nodes can still be isolated
through temporal partitioning. In a prior measurement study
conducted in 2013 [14], the authors observed that all Bitcoin
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(a) Time Step 151

(b) Time Step 201

(c) Time Step 251

Fig. 6. Simulation of temporal attack. Figure 6(a) shows fork B emerging at node [7,7]. Compare the color distribution to the peaks of Figure 5(c) above.
Two blocks later in Figure 6(b) fork B has control of 1/6 of the nodes. In Figure 6(c) the longer chain A overwhelms fork B but has lost synchronization so

cannot prevent emergence of a new fork C.

TABLE V

MINIMUM TIMING CONSTRAINT T (SECONDS) TO ISOLATE m NODES
UNDER THE GIVEN RATE A\

m‘ 100 ‘ 300 ‘ 500 ‘ 800 ‘ 1000 ‘ 1200 ‘ 1500

0.4 142 | 424 | 705 | 1127 | 1610 | 2313 | 3517
0.5 133 | 397 | 661 | 1057 | 1320 | 1851 | 2814
0.6 127 | 379 | 630 | 1007 | 1258 | 1545 | 2345
0.7 122 | 365 | 607 | 970 1213 | 1455 | 2010

nodes receive blocks within 11 seconds. In other words,
the time window for the temporal partitioning attack was
limited to 11 seconds only. Our measurements show that the
time window has significantly increased, making the network
more vulnerable to the temporal partitioning attack.
Simulation and Attack Validation. To validate the insights
obtained from our data and theoretical analyses, we developed
a simulator to evaluate the temporal partitioning attacks. The
simulator was developed with the following objectives: (1)
it must accurately model the network behavior as observed
in our measurements, and (2) it must be lightweight and
easily configurable across multiple platforms with varying
computational capabilities. To meet these objectives, we first
modeled the network synchronization pattern in our simula-
tions by using data from Figure 5. Second, we reduced the
computation complexity by using MD5 hash function instead
of SHA256. Since MDS5 is faster than SHA256 [25], we saved
the processing power to simulate a longer block race and
observed forks caused by the temporal partitioning attack.
The simulator was tested in base simulation scenarios, such
as zero and perfect communication among nodes. Each simu-
lated node maintains a 64-bit MD5 hash linked chain of values
updated to its current fork. The default number of Bitcoin
peers is 8, which is used in our simulation. Studies have shown
that peers are distributed, and can be associated with any
AS [17]. Our experimental data confirmed this distribution.
Following this, the peers were evenly distributed in terms of
communication errors and latency. Peer communication failure
rate was represented by a model parameter, typically around
10 percent failures. The latency was represented by the number
of communication time steps per simulation block. Each time
step represented one peer-to-peer communication attempt for
each node. The simulator code and results are available in [36],

2018 4
2
g
8 2019 4
[5)
g
)
M
2020 —%—
20 40 60 80 100
% Synchronized Nodes
Fig. 7.  The Bitcoin network synchronization in 2018, 2019, and 2020.

The synchronization is represented as the kernel density estimation in which
the distribution shape denotes the synchronization pattern. In 2020, network
synchronization has significantly decreased.

and the simulator has been updated with a SHA256-based
implementation.

Figure 6 shows a sample of the simulation results, where
the attacker has 30% of the network hash rate. Once a portion
of the network is isolated, it can be sustained with successive
forks, since the isolated nodes naturally assume that block
delays are due to network issues. As such, they do not know
that new blocks are taking more time to calculate due to the
lower hash rate of the attacker. Meanwhile, the main chain
loses some of its hash rate and is therefore, less capable of
responding. Note that the cost of launching a temporal attack
is much less than the spatial attack, provided that the attacker
has the consistent view of the network as shown in Figure 5.

Implications. Even a short term fork can cause sufficient
disruption to invalidate transactions and blocks. Such an attack
wastes the effort of honest miners and reduces the effective
network hash rate. Our simulations show that, in the current
network, an attacker with 30% hash rate can fork the chain
and target other miners. If the fork persists for more than six
blocks, the adversary can launch a double-spend attack [30].
However, maintaining a fork for six blocks is challenging if
the adversary only relies on block propagation delay. In §V-C,
we will show how the fork can be sustained for six or more
blocks through spatio-temporal partitioning attack.

1) Longitudinal Analysis of Temporal Partitioning: Similar
to the analysis in §V-Al, we conducted the longitudinal
study of Bitcoin network synchronization using our new
dataset §1V-A. For this experiment, we sampled the percentage
of nodes with an up-to-date blockchain in each network
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Fig. 8. Spatial and temporal distribution of nodes for the day defined in Figure 5(b). For the synced nodes in Figure 8(a), we outline their distribution across

top five ASes in Figure 8(b) and Figure 8(c).

snapshot. We then calculated the kernel density estimation
to monitor the network synchronization pattern in each year.
We report results in Figure 7 and make the following key
conclusions.

Our results show that the Bitcoin network synchronization
has deteriorated over time. In 2018, on average, 72.25%
nodes had an up-to-date blockchain with a median percentage
value of 83.68%. In 2019, 72.01% nodes had an up-to-
date blockchain with a median percentage value of 80.38%,
showing a marginal decrease in network synchronization.
However, in 2020, we observed a sharp decline in the number
of synchronized nodes. On average, 61.91% nodes had an up-
to-date blockchain with a median percentage value of 65.47%.
This shows that in 2020, the Bitcoin network has become
increasingly vulnerable to the temporal partitioning attacks
and malicious miners can easily subvert a group of nodes into
following a counterfeit blockchain.

Although, we do not know the root cause of deteriorating
network synchronization, however, it could be due to the
increasing number of nodes using Tor. Tor circuits add delay
in the information propagation [15], and in Bitcoin, that infor-
mation includes blocks relayed among peers. Since the number
of Tor nodes has increased from 1.5% to 25.8%, therefore it
could be a reason for decreasing synchronization. As discussed
in §V-Al, Tor provides a certain degree of protection against
spatial partitioning attacks. However, in light of our new
results, it seems to be affecting network synchronization,
thereby increasing the risk of temporal partitioning attacks.
Therefore, using Tor provides a trade-off in countering the
spatial or temporal partitioning attacks.

C. Spatio-Temporal Partitioning

In this section, we analyze how an attacker can make use
of spatial and temporal distribution of nodes over time to
find vulnerable spots in the network, through which he can
effectively isolate a group of nodes. From our data analysis,
we found the feasibility and cost of this attack compared to
spatial and temporal partitioning. Saptio-temporal analysis also
provides insights into the general behavior of nodes within an
AS or an organization. Therefore, it is intuitive to investigate
the attributes of the overall topology of Bitcoin network in
relation to the ASes and organizations.

Attack Objectives. In this attack, the aim of the adversary
is to split the network based on the network’s vulnerability to

both the spatial and temporal partitioning. As shown in Fig-
ure 5(a) and Figure 5(b), the purple and yellow nodes are
vulnerable to temporal attacks. However, the attacker cannot
launch the same attack on nodes lying in the green region
(synced nodes), since they are up-to-date and will reject a false
block. These nodes can still be partitioned based on the BGP
attack presented in spatial partitioning. A combined effect of
both attacks will be an optimized and targeted attack that will
affect the entire Bitcoin network.

It is worth mentioning that for a BGP attack on nodes within
the green region, the attacker does not have to isolate all target
nodes. Since these up-to-date nodes are connected with each
other, therefore, an attack on a subset of nodes can have a
cascade effect, thereby compromising all other nodes.

Attack Procedure and Validation. For a successful attack,
the attacker needs information about ASes and organizations
of the synced nodes as well as nodes that are behind. The
feasibility of this attack depends on the adversarial capabilities
of the attacker. To analyze that, we elaborate the network
behavior from Figure 5(b) in Figure 8(a). The green line shows
the nodes that are synced, while yellow and purple lines show
nodes that are 1 block and 2—4 blocks behind, respectively.

Per our threat model, if the attacker is an AS, it will prefer
to hijack BGP prefixes to damage Bitcoin. As such, it will
prefer maximum nodes in the green region and minimum
nodes in yellow and purple region, to maximize the attack
severity. If the attacker is a mining pool, then it will launch
a temporal attack, and will prefer minimum nodes in green
region and maximum nodes in other regions. However, if the
attacker is a cloud service provider that has both routing
and mining capabilities, then it can launch both spatial and
temporal attacks. Therefore, the key aspect of spatio-temporal
attack is that it is adjustable to the attacker’s capabilities.

Although multiple attack scenarios and case studies can
be drawn for spatio-temporal partitioning but in the interest
of space, we illustrate one case study. From our simulations,
we observed that the temporal partitioning forks the network
at a faster rate than spatial attacks. Therefore, we assume a
case in which cloud provider waits for minimum number of
synced nodes, and launches a spatio-temporal attack. As seen
in Figure 8(a), at two instances, the number of synced nodes
falls as low as 3,000, while the number of nodes that are
2—4 blocks behind go as high as 6,000 nodes. This can serve
as an ideal attack opportunity to launch the spatio-temporal
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TABLE VI

Topr 5 ASES THAT HOSTED ALL THE SYNCHRONIZED NODES IN FIG-
URE 5(b) FOR 24 HOURS

AS Organization Nodes | Percentage
AS4134 | No.31, Jin-rong 993 9.57%
AS24940 | Hetzner Online 830 7.98%
AS16276 OVH SAS 530 5.22%
AS16509 Amazon.com 417 4.19%
AS14061 DigitalOcean 332 3.23%
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Fig. 9. Distribution of the synchronized nodes among the top three ASes

in 2018, 2019, and 2020, respectively. Note that in 2019, the top three ASes
hosted the maximum number of synchronized nodes (/21917 on average).

attack. To isolate synced nodes, the attacker needs to have
information about their ASes. To analyze that, we gathered
information about synced nodes and their corresponding ASes
and organizations. In Table VI, we enlist the top 5 ASes and
organizations that hosted most synced nodes in Figure 8(a).
We observed that 28% of synced nodes are hosted within
the top 5 ASes. We plot their hosting pattern over a full day
in Figure 8(b) and Figure 8(c). The cloud provider can spatially
attack synced nodes by hijacking five ASes and temporally
attack the remaining nodes.

Implications. Spatio-temporal attack is an optimized and
targeted attack that provides multiple attack opportunities to a
strong adversary to take down the network with minimal effort.
As demonstrated by our results in Figure 8, at a given time,
more than 50% of nodes can be behind the main blockchain
and vulnerable to temporal attacks. Moreover, at the same
time, the remaining synced nodes can be attacked by hijacking
BGP prefixes of their hosting ASes and organizations. As a
result, the adversary can split the network and orchestrate
a mining race between two or more groups of miners and
mine on the chain with a higher hash rate. The partitioning
among the miners will allow the adversary to easily maintain
the fork for six or more consecutive blocks. Moreover, since
the adversary mines on the branch with a higher hash rate,
the branch eventually becomes longer, allowing the adversary
to successfully double-spend.

In our simulations §V-B, we modeled a block race for an
adversary with 30% hash rate. However, we observed that with
30% hash rate, the adversary could only maintain the fork
for a few blocks. In the spatio-temporal partitioning attack,
the adversary can maintain the fork for a longer duration with
the same hash rate and successfully double-spend.

1) Longitudinal Analysis of Spatio-Temporal Attacks: Sim-
ilar to our analysis in §V-Al and §V-BI1, in this section,
we analyze the changes in the spatio-temporal attack avenues
over the last three years.
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Note that to achieve the maximum impact of the spatio-
temporal attack, the adversary must launch (1) the spatial
attack against ASes that host the maximum number of syn-
chronized nodes, and (2) the temporal attack against nodes
that are behind the blockchain by one or more blocks. As a
result, there will be a long-term partitioning (i.e., delayed fork
recovery) since the isolated synchronized nodes will not be
able to help the victims of the temporal partitioning attacks.
To analyze that, we selected the top three ASes that hosted
the maximum number of Bitcoin nodes in each year. Among
them, we counted the number of nodes that had an up-to-date
blockchain. In Figure 9, we plot the kernel density estimation
of the results obtained from each year. Our results show that
since 2018, the concentration of synchronized nodes across top
ASes has increased. In 2018, the mean and median number of
synchronized nodes in the top three ASes were ~1511 and
~1747, respectively. In 2019, those numbers increased to
~1917 and ~2147, respectively. Finally, in 2020, the mean
and median values were ~1806 and ~1972, respectively.

The spatio-temporal partitioning attack relies on (1) the
distribution of synchronized nodes across the dominant ASes,
and (2) the number of non-synchronized nodes in the rest of
the network. Figure 9 shows that the distribution of synchro-
nized nodes across dominant ASes has increased in 2019 and
2020. As a result, compared to 2018, the adversary can isolate
more synchronized nodes by hijacking the same number
of prefixes. Moreover, Figure 7 shows that the number of
non-synchronized nodes has also increased in the last two
years, making the temporal partitioning attack more optimal.
Due to an increase in the feasibility of spatial partitioning
attack on the synchronized nodes and the temporal partition-
ing attack on the non-synchronized nodes, we conclude that
Bitcoin has become more vulnerable to the spatio-temporal
partitioning attack.

D. Logical Partitioning

The Bitcoin network is actuated by communication among
peers, each of which is a full node running software that
conforms to a protocol. The protocol is defined by an open
source software project, Bitcoin Core, initially published by
Satoshi Nakamoto on January 9, 2009 [7]. Since 2009, there
have been over 50 updates to Bitcoin Core, with each version
provisioning new features or patching vulnerabilities in the
previous version. It is therefore advisable for users to switch
to the latest version for better security.

Table VII shows the top five Bitcoin Core clients used by
the full nodes in 2018, 2019, and 2020. We note that less
than 37% nodes use the latest Bitcoin Core version in each
year. In 2018, 36.2% nodes used the latest version (0.16.0).
In contrast, in 2019 and 2020, 15.8% and 16.1% nodes used
the latest versions (0.18.1 and 0.19.0), respectively. A slow
adoption of the latest version (demonstrated in Table VII)
allows the adversary to exploit vulnerabilities in the previous
versions (i.e., CVE-2013-4627 [12]) and target the vulnerable
nodes.

Attack Objectives. In the logical partitioning attack,
the adversary’s objective is to either to exploit the existing
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TABLE VII

Toprp 5 BITCOIN CORE VERSIONS USED IN 2018, 2019, AND 2020.
IN 2019, THE LATEST VERSION WAS 0.18.1, USED BY 15.8% NODES
(RANKED SECOND). IN 2020, THE LATEST VERSION WAS 0.19.0,
USED BY 16.1% NODES (RANKED THIRD)

Version  Usage Version  Usage Version  Usage
0.16.0 36.2% 0.18.0 35.4% 0.18.0 26.3%
% 0151 275% | & 0.18.1 158% | § 0.181 24.4%
& 01501 5.0% & 0171 13.8% | & 0.19.0 16.1%
0.14.2 4.6% 0.13.2 4.3% 0.17.1 7.8%
0.15.0 2.5% 0.16.3 3.9% 0.16.3 2.7%

vulnerabilities or release a new Core version to gain the
confidence of full nodes. The newer version can have improved
functionalities that can attract users and hidden vulnerabilities
that can put them at risk.

Attack Procedure. Given the diversity in the usage of the
Bitcoin Core, an adversary can exploit the vulnerable Bitcoin
Core versions to isolate a group of nodes from the network. For
instance, in 2018, a vulnerability (CVE-2018-17144) allowed
the attackers to remotely shut down a Bitcoin node by send-
ing a double-spend transaction. When the vulnerability was
reported, all Bitcoin nodes were vulnerable to the attack. If the
adversary shuts down a group of nodes owned by the mining
pools, he can reduce the network hash rate.

In a more subtle scenario, the adversary can release a new
Bitcoin Core client offering better performance and features
(i.e., enhanced GUI for wallets). Concurrently, the adversary
can also add vulnerabilities in the client which can be exploited
to remotely shutdown the node or force the node to follow
different blockchain rules (i.e., accept double-spend transac-
tions). If a group of nodes starts following different consensus
rules, those nodes will be partitioned from the rest of the
network. Since the Bitcoin network is not controlled by any
central authority, users are free to choose any new Bitcoin
Core client. The adversary can exploit this permissionless
nature of the network to advertise the enhanced features in his
Bitcoin Core client and incentivize users to install it on their
full nodes. As more users switch to the malicious software
client, the network becomes more vulnerable to the logical
partitioning attack.

Implications. Logical partitioning can be used to opti-
mize attacks and take advantage of nodes in the crippled
network. With each node valued at o(107) USD, incentives
exist to distribute and support software modifications, espe-
cially if not obviously malicious. Logical partitioning proceeds
along several tracks: Bitcoin Core heterogenity and improve-
ment proposals, independent developer versions, and publicly
announced hard forks, such as Bitcoin Cash. These collide
with spatial and temporal dimensions to create and optimize
opportunities for other network attacks.

Logical Attacks: A Closer Look. Recently, we performed
a new experiment to explore new attack avenues for the logical
partitioning attack. We collected IP addresses of Bitcoin nodes
and conducted a vulnerability scan on port 22. Our objective
was to analyze software vulnerabilities in the full nodes that
run on the cloud. As shown in §V-A, several full nodes
are hosted on Amazon which is a cloud service provider.
Typically, users access their cloud machines through SSH, and
therefore, if there are vulnerabilities in their SSH protocol
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TABLE VIII

Tor 10 MOST COMMON VULNERABILITIES FOUND AMONG VULNERABLE
BITCOIN NODES. THE FIRST COLUMN PRESENTS THE VULNERABIL-
ITY TYPE ACCORDING TO THE “COMMON VULNERABILITY EXPO-
SURES” (CVE) SYSTEM, AND THE SECOND COLUMN SHOWS
THEIR DISTRIBUTION AMONG THE VULNERABLE NODES

Index CVE Distribution (%)
1 CVE-2018-15919 70.57%
2 CVE-2017-15906 4.82%
3 CVE-2016-10708 3.59%
4 CVE-2010-5107 2.62%
5 CVE-2010-4478 2.45%
6 CVE-2010-4755 2.45%
7 CVE-2012-0814 2.45%
8 CVE-2011-5000 2.45%
9 CVE-2007-4752 2.00%

implementation, an attacker can exploit them access their
Bitcoin wallets.

Our experiment showed that 24% of all Bitcoin nodes
are vulnerable to at least one vulnerability. Among those
vulnerable nodes, we found 25 unique vulnerabilities with
“CVE-2018-15919” present among 70.57% nodes. “CVE-
2018-15919” is an SSH vulnerability that allows an adversary
to detect the existence of users on a target system [13].
We also observed that 4.82% nodes were vulnerable to “CVE-
2017-15906” which allows an adversary to create zero-length
files on the target machine. In Table VIII, we show the
top 10 vulnerabilities found in the vulnerable Bitcoin nodes.
More details about vulnerabilities in Table VIII can be found
in [11]. From this analysis, we conclude that an insecure
implementation of the SSH protocol on a Bitcoin node can
lead to attacks.

AS Switching. It is possible that nodes that are hosted on
cloud may change their IP address or even switch to another
cloud operator. By changing the cloud operator, those nodes
may move to a new AS. From the network standpoint, it is
difficult to monitor such changes since a node’s unique identity
cannot be tied to its IP address. However, we were able to
analyze that by mapping the node’s SSH public key to its IP
address. During the vulnerability scan, we collected the SSH
public keys of the Bitcoin nodes and sampled the number of IP
addresses that mapped to the same public key. Our assumption
was that while the node might change the IP address, its public
key will not change. Therefore, the mapping between the key
and the IP address can be used to detect the nodes that changed
their IP addresses.

From our dataset, we observed that 1,242 keys mapped to
two or more IP addresses confirming that Bitcoin nodes indeed
change their IP addresses. Among them, 155 keys mapped to
more than two IP addresses, and the maximum number of
addresses associated with a single key was 17. In Figure 10,
we plot the number of nodes whose keys mapped to two or
more IP addresses.

The next task was to determine if a node also changed its
AS by switching to a different cloud operator. To analyze that,
we sampled all the IP addresses associated with the same key
and obtained the corresponding AS of those IP addresses. Our
results showed that 37 nodes switched their ASes, with two
nodes switching between four ASes. Upon a closer inspection,
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Fig. 10. The number of Bitcoin nodes whose SSH keys mapped to two or
more IP addresses.

we observed that 12 nodes switched to AS6939 which is
owned by an ISP called Hurricane Electric. We believe that
instead of actually switching the AS, those nodes were using
the IPv6 tunneling service provided by Hurricane Electric.

If an ISP only provides an IPv4 connection to a Bitcoin
node, that node can only connect to IPv4 nodes. As such,
to connect with IPv6 nodes, the node must either obtain an
IPv6 address or use tunneling. Hurricane Electric is among
the few ISPs that provide free IPv6 tunneling over the existing
IPv4 connections. Using their service, an [Pv4 node can easily
connect to the IPv6 node. Therefore, it is possible that those
12 nodes were tunneling through AS6939.

E. Analysis Summary and Key Takeaways

Our analysis shows that the Bitcoin network can partitioned
due to (1) the biased distribution of node across ASes, (2)
weak network synchronization over a newly published block,
and (3) vulnerable software implementations. Moreover, our
supplementary analysis shows that in the last two years,
the risk of spatial partitioning attacks has reduced since
there is an increasing diversity in the node hosting patterns.
On the other hand, the risk of temporal and spatio-temporal
partitioning attacks has significantly increased since network
synchronization has decreased and the distribution of the
synchronized nodes among the top ASes has increased.

A key takeaway of our work is to explore the root causes
for deteriorating network synchronization. In our preliminary
work [34], we observed moments where an adversary could
launch temporal partitioning attacks and create short-term
forks in the network. However, our recent results cause a
greater security concern. Decreasing network synchronization
means that nodes are unable to receive new blocks on time.
This could be due to increasing block propagation delay or
weak network outdegree. Although, in §V-B1, we postulate
that this delay could be due to the increasing number of Tor
nodes. However, our analysis is not yet conclusive and requires
further investigation. Note that decreasing network synchro-
nization also increases the risk of majority attacks with less
than 51% hash rate [14]. Since the current network condition
is highly favorable for such an attack, it is therefore critical
to identify the root causes for weak network synchronization.

VI. COUNTERMEASURES

To prevent spatial partitioning, mining pools should spread
stratum servers across ASes to resist their centralization and
raise the attack cost, since the attacker will have to hijack
more BGP prefixes to isolate the targeted pool. Moreover, large
Bitcoin exchanges, such as Coinbase and Bitstamp, should also
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host their full nodes across multiple ASes to prevent spatial
attacks. In Bitcoin, spatial partitioning is a result of BGP
hijacking. To counter that, Zhang et al. [40] propose reactive
and proactive defense strategies that are based on the idea
of “bogus route purging and valid route promotion” that can
prevent BGP attacks on ASes across the Internet.

Temporal partitioning results from malicious peer behavior
towards nodes that are behind the main chain. Although nodes
can be behind due to various factors, the absence of a trusted
central authority, makes them unaware of their condition.
To counter the temporal partitioning attack without using
a trusted party, we propose a simple and effective scheme
called BlockAware, which is inspired by the stale tip detection
mechanism in Bitcoin Core. In BlockAware, a node compares
the timestamp of its latest block ¢; and the current time ¢..
Since the block time in Bitcoin is fixed at 600 seconds, if ¢.—t;
exceeds 600 seconds, the node can assume that it is behind the
blockchain and vulnerable to the temporal partitioning attack.
The node can then try new outgoing connections in different
ASes to receive the block. Compared to the other existing
approaches [16], BlockAware can be easily deployed in Bitcoin
Core without significantly modifying the Bitcoin protocol.

Vulnerability to logical partitioning is due to the open
network protocol. A central authority to regulate client partici-
pation would violate decentralization, a fundamental principle
of Bitcoin. To remain the favored client, Bitcoin Core must
continue to provide the best results for those who, typi-
cally without direct compensation, accept the responsibility
of running a full node. In Bitcoin ecosystem, it would be
reassuring for more than 36% nodes to run the most up-to-
date version of Bitcoin Core. However, as diversity has long
been known to enhance network security [27], we do not advo-
cate enforcement mechanisms. Therefore, logical partitioning
attacks remain a vulnerability to be considered.

VII. RELATED WORK

Spatial Partitioning. The classical partitioning work is due
to Apostolaki et al. [1] pointing out Bitcoin network central-
ization with respect to ASes, and highlighting the possibility of
routing attacks with BGP prefixes. Some notable works related
to spatial partitioning attacks include eclipse attacks [23],
Bitcoin transaction graph analysis [33], and extracting intelli-
gence from Bitcoin [22].

Blockchain Forks. Temporal and spatio-temporal partition-
ing result in a fork, forcing the affected nodes into following a
different blockchain. As such, forks have been widely studied
from the standpoint of regular nodes and miners. Decker and
Wattenhofer [14] studied forks in the Bitcoin network and
concluded that propagation delay is the major factor for them.
The results in our experiments have validated their theory since
delay is a major factor that causes some blocks to stay behind
the main chain. Kwon et al. [24] introduced a new fork known
as the Fork After Withholding (FAW), which guarantees
more rewards than block withholding attacks. Eyal et al. [16]
proposed a Byzantine fault tolerant protocol that addresses
forks. Gervais demonstrated that double-spending is possible
due to block tampering [20].
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Consensus in Distributed Systems. Bano er al. [3]
surveyed blockchain consensus protocols along with their
strengths and limitations. In a similar vein, Mattila [28]
analyzed blockchain consensus protocols and provided use
cases for each scheme. Sun ef al. [39] performed vulnerability
analysis on distributed systems and proposed a trust evaluation
framework to improve throughput and identify malicious peer
behavior.

Related Attacks. Other notable attacks on blockchain
applications include DDoS attacks, DNS attacks, selfish min-
ing, the 51% attack, and blockchain ingestion [4], [38].
Li et al. [26], surveyed the security aspects of the blockchain
by studying attacks on popular blockchain applications includ-
ing Bitcoin, Ethereum, and Monero. Atzei et al. [2] performed
analysis on vulnerabilities of smart contracts in Ethereum.

VIII. CONCLUSION

In this paper, we conduct a data-driven study to present
four forms of partitioning attacks on the Bitcoin network
namely spatial, temporal, spatio-temporal, and logical parti-
tioning attacks. Our attacks are based on the biased distri-
bution of nodes across ASes, non-uniform consensus over
the blockchain, and diversity in the Bitcoin Core software
usage. We validate our attacks with simulations and discuss
the implication of each attack.
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