DFD: Adversarial Learning-based Approach to Defend Against Website Fingerprinting
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Abstract—The Onion Router (Tor) is designed to support an anonymous communication through end-to-end encryption. To prevent vulnerability of side channel attacks (e.g., website fingerprinting), dummy packet injection modules have been embedded in Tor to conceal trace patterns that are associated with the individual websites. However, recent study shows that current Website Fingerprinting (WF) defenses still generate patterns that may be captured and recognized by the deep learning technology. In this paper, we conduct in-depth analyses of two state-of-the-art WF defense approaches. Then, based on our new observations and insights, we propose a novel defense mechanism using a per-burst injection technique, called Deep Fingerprinting Defender (DFD), against deep learning-based WF attacks. The DFD has two operation modes, one-way and two-way injection. DFD is designed to break the inherent patterns preserved in Tor user’s traces by carefully injecting dummy packets within every burst. We conducted extensive experiments to evaluate the performance of DFD over both closed-world and open-world settings. Our results demonstrate that these two configurations can successfully break the Tor network traffic patterns and achieve a high evasion rate of 86.02% over one-way client-side injection rate of 100%, a promising improvement in comparison with state-of-the-art adversarial trace’s evasion rate of 60%. Moreover, DFD outperforms the state-of-the-art alternatives by requiring lower bandwidth overhead; 14.26% using client-side injection.

I. INTRODUCTION

The Onion Router (Tor) provides anonymous communication to more than two million daily Internet users [1] to hide their location and online activity, e.g., website visits, instant messages, posts, etc. from those who conduct traffic analysis and network monitoring, such as Internet Service Providers (ISPs). To set out, first the communications’ content and routing information is encrypted, then the encrypted traffic is relayed through a route that is built by random selection of nodes among more than seven thousand nodes [2], such that only a single node knows its immediate peers but never the origin and destination of a communication at the same time.

Previous research works have investigated the privacy aspects of Tor network, showing that Tor network is prone to side-channel attacks where a local adversary can infer which website was visited by a user [3]. The adversary can access communication’s metadata from the side-channel leakage, for instance, using the side channel. Moreover, the adversary may have access to the direction and size of the encrypted network packets. Such information can be utilized to construct a unique fingerprint, allowing network eavesdroppers to reveal which website was visited based on the network traffic.

Particularly, Website Fingerprinting (WF) is a traffic analysis attack that allows an attacker to recognize the patterns of visited websites, exploiting the content differences, in a connection that is encrypted using Tor software. A large body of research has investigated the feasibility of WF in breaking the privacy that is offered by Tor [4], [5], [6], [7], [8]. WF can be considered as a pattern recognition problem from a machine learning point of view. Generally, the attacker first trains a classifier over a set of representative traffic features extracted from a large number of websites, then uses this model to predict a victim’s traces as one of those websites. Therefore, several research works attempted to improve the effectiveness of WF by introducing various sets of hand-crafted features that represent Tor traffic and state-of-the-art machine learning algorithms [5], [9], [10]. Although machine learning-based classifiers are able to achieve more than 91% classification accuracy [10], [11], [5], their performance is highly dependent not only on the structure of the classifier but also on the manually extracted traffic features. In addition, those features are not robust against changes in the network protocols [12], [13], [8]. A few research works attempted to address these issues by using deep learning [7], [8]. Deep learning has shown to outperform traditional machine learning networks and does not need feature engineering.

Machine learning networks are widely used in a wide range of applications [14], [15], [16], [17], [18], [19]. Despite the unique characteristics of deep learning-based models, it has been shown that they are vulnerable to Adversarial Examples (AEs) [20]. AEs are carefully crafted samples by applying small perturbation to the input dataset, leading the classifier...
to misclassification. We note that AEs are similar to the original inputs, and not necessarily outside of the training data manifold [21]. Adversarial learning is an active research area and several algorithms for generating adversarial examples are presented, such as the fast gradient sign method [22]. The primary goal of these adversarial attack methods is to generate AEs such that not only reduces the confidence of the classifier, but also forces the model to generate adversary’s desired output. Although adversarial machine learning has been an active research area, mostly to compromise the performance of the machine and deep learning models in sensitive domains, there are only very few research works that investigate their application as a defensive strategy against website fingerprinting [23]. Such defense strategies need to be investigated in more detail, e.g. evasion rate, practicality, and bandwidth overhead.

Goal of this study. Motivated by the aforementioned research gap, the main goal of this study is to improve the privacy of the users of Tor network against WF attacks by introducing a novel defense mechanism based on adversarial learning technique.

Approach. To tackle the above objectives, first we conducted fully automated deep learning-based WF attack that works based on raw traffic traces and does not require hand-crafted features. It should be noted that deep learning-based WF attacks are designed to be more resistant to changes in the features introduced by defenses. Second, we investigate the performance of two well-established defense methods, including WTF-PAD [13] and Walkie-Talkie [24]. Finally, we explore the feasibility of adversarial learning as a potential defense strategy against deep learning-based WF attacks, while preserving the practicality of the traffic traces. To set out, we looked into the defense strategy and real-world traces of WTF-PAD and W-T. Through analysis, we observed a potential flaw that leads to residual patterns to be captured by the deep learning models. Based on our new findings, we proposed a novel approach, Deep Fingerprinting Defender (DFD), which maintains the practicality of the generated adversarial traffic traces while achieving a high misclassification rate; which maintains Tor users’ privacy.

Contributions. In this paper, we are making the following contributions:

1. We conduct in-depth analyses of the working flow of WTF-PAD and W-T. Particularly, we looked into the strategies of both approaches to find potential behaviors that can expose features to the deep learning-based attacks. We described our observations and explained rationals of these attack surfaces.

2. To address the issues associated with previous defense schemes, we proposed DFD, per burst injection technique to defend against deep learning-based website fingerprinting.

3. Through extensive experiments, it has been shown that DFD can dramatically reduce the success rate of the adversary in identifying user’s visiting website. DFD shows a good misclassification performance in both open-world and close-world settings. Further, we evaluate the performance of DFD against deep learning models trained on its generated traces, proposing an optimization to overcome traces pattern recognition.

Organization. This work is organized as follows: The related work is reviewed in section II. In section III, a threat model and adversarial settings are provided. Traditional WF defenses and DFD system designs are described in section IV. The evaluation of the proposed approach is in section V. Finally, the work is concluded in section VI.

II. RELATED WORK

WF attacks. WF attacks against Tor was first evaluated by Herrmann et al. in 2009 [25]; their classification accuracy was only 3% in a closed world of 775 websites. However, later in 2011, Panchenko et al. were able to achieve a classification accuracy of 55% on the same dataset using an improved set of engineered features [26]. Moreover, the success rate of WF attacks improved gradually up to 90% using classifiers that perform based on edit-distances [27], [28]. However, these classifiers were not practical due to their high computational costs. Recently, researchers utilized both more advanced machine along with sophisticated features set that not only improved the attack success rate but also could be deployed in real-world due to their reduced attack costs. Wang et al. [11] presented a WF attack based on the k-Nearest Neighbors (k-NN) classifier that measures the similarity between websites based on a set of features, such as the number of incoming and outgoing cells, the numbers of bursts, packet ordering, etc.. This approach was able to achieve an accuracy rate of 91% in a closed world of 100 websites. Moreover, Panchenko et al. [5] presented WF attack based on Support Vector Machine (SVM) classifier that performs over a set of engineered features constructed using the cumulative sum of packet lengths. Similarly, they achieved a success rate of 91% in a closed-world setting. Hayes and Danezis [10] presented k-fingerprinting, an elegant WF attack method using random forests.

DL-based WF Attacks. In order to overcome the shortcomings of traditional machine learning-based WF attacks, researchers presented deep learning-based WF attacks. For instance, Abe and Goto [29] introduced the application of Stacked Denoising Autoencoders (SDAE) to WF attacks. Moreover, CNN-based website fingerprinting is presented by Lu et al. [30]. Similarly, Rimmer et al. [8] conducted a systematic study to incorporate deep learning networks into WF. The proposed method is able to reach a success rate of 96% and 94% on closed-world of 100 websites and 900 websites, respectively. Moreover, Sirinam et al. [7] presented a deep learning-based WF attack against Tor. Their approach is able to achieve more than 98% success rate on undefended Tor traffic, outperforming existing WF attacks. In addition, for defended Tor traffic it was able to reach 90% and 49.7% success rate on WTF-PAD and Walkie-Talkie, respectively.

WF defenses. In general, WF attack methods aim to increase the misclassification rate of the adversary through different strategies, such as injecting dummy packets, delaying packets, etc. For example, Dyer et al. [31] introduced BuFLO, a traffic modification mechanism that removes packets’ specific features, thus making the traffic look constant. Later, Cai et
al. [32], [33] attempted to improve the function of BufLO by grouping sites based on their size. Then all sites in a group are padded to the largest size in that group. However, these methods were expensive in terms of bandwidth and latency overheads. To overcome these issues, Juarez et al. [13] proposed Website Traffic Fingerprinting Protection with Adaptive Defense (WTF-PAD). WTF-PAD is lightweight and causes small bandwidth overhead while incurring zero-latency overhead. Wang and Goldberg [24] proposed Walkie-Talkie, a solution that works based on half-duplex communication methods. Imani et al. [23] introduced adversarial traces based on padding techniques, and add those traces to the Tor traffic as a defense against WF attacks. Their approach drooped the accuracy of deep learning based WF attack from 98% to 60%, while resulting in 47% bandwidth overhead.

Adversarial Methods. Machine/deep learning networks are actively used in many sensitive applications and domains, including website fingerprinting [7], [8]. However, it has been shown that adversaries can manipulate their output using adversarial examples [34]. Note that such an attack can be utilized to implement a defense strategy against website fingerprinting, and to undermine the adversary’s ability to identify the Tor users’ visited websites [23]. Recently, different adversarial attack algorithms have been introduced by the research community. For example, Goodfellow et al. [22] introduced FGSM, image-based adversarial method that forces the model to misclassify through crafted AEs. Further, Abusnaina et al. [35] introduced the adversarial examples into the field of anomaly detection. In this work, we leverage the idea of applying perturbation into implementing a defense against website fingerprinting.

III. Threat Model

Despite Tor’s goal in protecting users’ privacy, adversarial entities are able to undermine Tor’s protection and identify users activity profiles through traffic analysis techniques. There are several research works that have demonstrated adversary’s capability in exploiting network traffic patterns to identify visited pages by a Tor user [10], [5], [6], [7], [8]. To set out, first, the adversaries monitor traffic sequences of their own visits to a set of known websites, including websites they are interested in detecting. Then, a set of representative features, such as packet size [25], time and volume [36], edit-distance score [28], rate of traffic bursts in both directions [9], etc. are extracted from the captured traffic flows. Finally, the extracted features can be utilized to train a machine/deep learning classifier that predicts Tor users’ visited websites.

In this study, we considered the threat model presented in [7], [8], as shown in Figure 1, where the adversary has access only to the link between the entry node of the Tor network and the user, through which he can only monitor network packets in a passive manner. A passive adversary is only able to record the transmitted network packets during the communication, however, the adversary is not able to change, delay, drop, or insert new packets to the sequence of packets. All entities that have such level of access to the network traffic can conduct WF attacks, such as Autonomous Systems (AS), ISPs, local network administrators, etc. In this work, an ISP-level adversary launches the WF attack through collecting traffic at the Transmission Control Protocol (TCP) layer. Note that it is generally assumed that the encryption provided by Tor network cannot be decrypted by the adversary.

Closed/Open-world Setting. WF attacks are evaluated in two scenarios, a closed-world and an open-world of websites. The closed-word assumes that users can only visit a small set of websites and that the adversary has samples to train his models on all of them [3]. This assumption was criticized for being unrealistic [4], [37], as the population of sites that can be potentially visited is so large that not even the most powerful adversaries have the resources to collect data and train for every site. Subsequent studies have considered an open-world scenario, a more realistic setting in which the adversary can only train on a small fraction of the sites the user can visit. We use the closed-world experiments for a detailed comparison of different algorithms and parameter settings, and we report the results of the open-world experiments for a more realistic evaluation of the attack.

Adversarial Settings. The main goal of the adversary in adversarial machine learning is to fool the deep learning classifier $f$ using adversarial examples $x'$, generated by applying small perturbations $\delta$ into input sample $x$. The adversary uses the crafted adversarial example to force the model to generate his desired output, e.g. misclassification. Attacks on deep learning networks can be categorized from different points of view, including adversary’s goals and capabilities [34]. The followings are the description of each point of view.

- **Adversarial Goals.** The main goal of the adversary in deep learning systems is to force the model into incorrect results. The main goal of the adversary can be categorized based on the nature of the incorrectness into confidence reduction, untargeted misclassification, and targeted misclassification.

- **Adversarial Capabilities.** Considering attacks conducted at the test time, the adversarial attacks are divided into white-box attacks and black-box attacks. While in white-box attacks the adversary has access to either of the model architecture or the training data, in black-box attacks the adversary has only oracle access to the model. In this study, we initially assume an adversary with no prior knowledge of the classifier and only has an oracle access to the model. Later, we loosen up the assumption, where
the adversary is aware of the deep learning classifier and the used defense. In addition, the adversary’s goal is to conduct an untargeted misclassification.

**Deep Learning-based Attacks.** Deep learning has been utilized to produce a state-of-the-art classification accuracy in several research fields. In our work, we mainly focus on two well-established deep learning networks to conduct WF, the Deep Neural Networks (DNNs) and Convolutional Neural Networks (CNNs). **DNN** is a type of feed-forward artificial neural network with multiple hidden layers between the input and the output layers [38]. DNN focuses on turning the input into the output by manipulating the weights of the links and calculating the probability of each output. Similarly, **CNN** is a convolutional layer-based classifier, usually used to extract deep patterns within sequences. Both CNNs and DNNs are well-known for their unique characteristics in automatic feature extraction, dealing with a large number of features, providing high performance, and requiring minimal pre-processing effort [39]. Recently, researchers have employed deep learning algorithms to identify Tor users’ browsing patterns by abusing their network traffic. Therefore, they are suitable candidates for conducting WF attacks using network traffic traces [30].

**IV. METHODOLOGY**

**A. Traditional WF Defenses**

The main focus of website fingerprinting (WF) defense is to decrease the adversary’s success rate in predicting the Tor users’ visited websites. Recently, two different defense techniques have been deployed in Tor network, namely, **Website Traffic Fingerprinting Protection with Adaptive Defense (WTF-PAD)** [13] and **Walkie-Talkie (W-T)** [24]. Both of those techniques are based on the dummy message injection, but employed in different ways. Although these defense strategies are well-appreciated by the Tor community due to their low bandwidth and latency overheads, a recent study has shown that they are vulnerable to deep learning-based WF attacks [7].

In the following, we describe these defense schemes and provide rational explanations as to why they are vulnerable to DL-based attack, which was missing in the original paper [7].

**WTF-PAD.** WTF-PAD was proposed by Juarez et al. [13] as a defense method against website fingerprinting. This defense is based on **Adaptive Padding** that is originally designed to defend against the end-to-end traffic analysis [40]. The term “adaptive” here means that the defender injects dummy messages following the real-world distribution of inter-packet arrival time to disrupt the time feature from the packet flow. Meanwhile, by injecting these dummy messages at the end of each burst (i.e., burst padding), the volume information and burst boundary are concealed for defending against WF. While WTF-PAD was shown to be robust with traditional machine learning (i.e., k-NN, Pa-SVM [26], DL-SVM [28], VNG++ [31] etc.), it is vulnerable with CNN and DNN [7].

**Observation.** Figure 2 shows an example of the original and WTF-PAD traces from our dataset. Basically, WTF-PAD is a zero-delay scheme, which means that the real messages are sent out without buffering or blocking. Thanks to this design, WTF-PAD provides a good user experience to users surfing sensitive web pages. However, this design also exposes the traffic features and patterns to adversaries. As shown in Figure 2, and since WTF-PAD starts the padding process once the idle time of the egress port expires with a certain threshold, the real messages can go back and forth before the padding. More specifically, the full-duplex communication mechanism of WTF-PAD results in a small inter-burst time, which means two continuous real bursts can be observed in the packet flow. Moreover, the receiving of TAGs (e.g. img) causes immediately a request of the corresponding resources, which can lead to three continuous real bursts combining the previous example. To this end, these short patterns are preserved and repeated in the packet flows, which is a strong feature combination exposed to the adversaries. In this paper, we reproduced the DL model proposed by Sirinam et al. [7] and achieved similar detection accuracy as reported.

**W-T.** W-T is based on half-duplex communication with the web server [24], where both the client and the proxy maintain a buffer. The buffer is mainly responsible for queuing and sending out messages as a burst without intersecting with the burst from the peer. W-T conceals the time features by sending each message with a constant time interval. Meanwhile, and for hiding the sensitive message sequence information of the real page, it simulates the connection of a fake page then mixes the two burst patterns in what is known as “molding”.

**Observation.** Figure 3 shows an example of the original and W-T traces from our dataset. Let’s assume the sequence of burst of the real page is $b_{i} = (b_{i+}, b_{i-})$, where $b_{i+}$ stands for the outgoing bursts and $b_{i-}$ is the incoming bursts. By
simulating the fake page, we have the fake sequence of burst \( b'_i = (b'_{i+}, b'_{i-}) \). As shown in Figure 3, W-T compares the length of each \( i \)-th burst and sends the real burst with the length of the longer burst, namely the burst molding (i.e., \( b_i = \max \{b_i+, b_i^-\}, \max \{b_i-, b_i'_{-}\}\)). However, the design of W-T leaves an opportunity for adversaries to capture the features. Since the bursts of the fake page can either be longer or shorter than the real page, 0% of molding happens in the worst case and 100% in the best case. Overall, the quality of the selected fake page determines how many sensitive burst sequences can be hidden. However, it is difficult to determine the fake page because the burst sequence of the real page is unpredictable. We also repeated DL-based WF attack on W-T and achieved a near 50% accuracy, which is the maximum according to the theory of W-T [24] (See subsection V-C).

**Summary.** Through the discussions above, we can conclude that neither the burst padding nor the random hiding of the burst is helpful in defending against the DL-based WF attack since the real burst sequences can be preserved and captured by The deep learning models (i.e., CNN and DNN). Through these observations, however, we can infer that injecting dummy messages within a burst is a more efficient way to break the patterns of the real trace than injecting them after the burst, as injecting packets within the burst is more likely to conceal the patterns. Based on these findings, we designed a burst injection-based WF defense, which aims to hide the burst sequences. Our design is based on an experiment-driven approach, by simulating different injection scenarios.

**B. Deep Fingerprinting Defender**

Our proposed defense scheme, DFD, is a client-side dummy message injection solution that aims to conceal the sequence pattern within the packet flow and to provide a low bandwidth overhead as well. DFD is designed to inject dummy messages into every outgoing burst for hiding the real burst pattern. At the same time, the amount of injection follows a targeted manner (i.e., perturbation rate \( P \)) so that the overall bandwidth overhead can be limited with a fixed boundary. In this paper, we do not consider the time features (i.e., inter-packet arrival time and inter-burst time) since they are insignificant in WF attacks [24], [7]. The structure of the DFD is shown in Figure 4. As demonstrated in Figure 4, DFD is composed of two modules, the Burst observer and the Injection buffer.

**4. Burst Observer.** The main purpose of this module is monitoring bursts of outgoing messages. In this paper, we refer the burst as a set of continuous messages such that the length is larger than 2. Once the DFD start running, Burst observer records the length of the burst \( l_i \) and triggers the injection event when the new burst arrives. For determining the number of dummy messages to inject within the newly arriving burst, DFD takes perturbation rate \( P \) as a parameter and then multiply it with the length of each burst (i.e., \( P \times l_i \)). By doing so, the overhead of injection is \( P \) of the total amount of the outgoing messages. However, since the length of the ongoing burst is unpredictable, we approximate the overhead by using the length of the last recorded burst (i.e., \( P \times l_{i-1} \)). Therefore, the total amount of injection \( I_{total} \) is \( I_{total} = \sum_{n=0}^{n-1} P \times l_{i-1} \approx \sum_{n=0}^{n-1} P \times l_i \), where \( n \) is the total number of bursts. By doing so, the total injection overhead can be limited by around \( P \) (percent) of the outgoing messages.

**5. Injection Buffer.** This module is responsible for injecting the dummy messages into the current outgoing burst. For minimizing the injection delay, we duplicate and buffer the passed real messages by maintaining an injection buffer. As such, we could inject dummy messages within the outgoing burst in a timely manner. To avoid the additional bandwidth overhead, we use the previous acknowledged messages for injection. Note that adding dummy messages to the packet flow will not affect the practicality of the generated adversarial packet flows. HTTP/HTTPS are based on the TCP transmission protocol, where each TCP packet has a sequence number, once it is received by the server, an acknowledgement (ACK) is sent to the client to inform of the packet arrival. If the server receives a previously acknowledged packet, the server will simply discard it [41], [42]. In DFD, the dummy message is selected from the previous ACKs, to ensure that it will be discarded by the server without affecting the communication.

Algorithm 1 shows the steps taken by Burst observer to signal the Inject Buffer. Burst Observer takes the packet flow \( f \) and the perturbation rate \( P \) as inputs. For every outgoing message (msg) from \( f \), Burst Observer counts the length of the ongoing burst (i.e., continuously outgoing messages). The counting of bursts is interrupted by the incoming message indicating the end of the burst. As a result, the length of the burst is stored in \( l_{i-1} \) and starts the new round counting. To this end, \( l_{i-1} \) is continuously updated with the length of the last burst (lines 9-12). The injection event is triggered during the ongoing burst (line 7-8). Once the length of continuous messages exceeds two, which indicates the outgoing messages become a burst, it signals Inject Buffer to inject \( l_{i-1} \times P \) messages into the ongoing burst, where \( l_{i-1} \) is the length of the last burst and \( P \) is the perturbation rate. By doing so, the overhead caused by the injection can be limited by \( P \) of
Algorithm 1: Burst observer module algorithm

1. Function BurstObserver ($f$, $P$);
   Input : Packet flow $f$, Perturbation rate $P$
2. $BurstCount ← 0$
3. $l_{i−1} ← 0$
4. foreach msg in $f$ do
5.   if (msg is outgoing) then
6.     $BurstCount ← +$
7.   if ($BurstCount = 2$) then
8.     $Signal InjectorBuffer(P \times l_{i−1})$
9.   end
10. else if (msg is incoming) then
11.   if ($BurstCount ≠ 0$) then
12.     $l_{i−1} ← BurstCount$
13.     $BurstCount ← 0$
14. end
15. end

1) DL-based WF Implementation: We evaluated the performance of the DFD over two deep learning-based WF attacks. These models are trained over a large closed-world dataset, described in subsection V-A. In the following, we provide a brief description of the implementation of these WF attacks.

DNN-based WF Attack. Based on the characteristics of DNNs, i.e., extracting representative features automatically, we designed a DNN-based network to identify the Tor users’ visited websites. The general architecture is shown in 5(a). The model is composed of two main blocks. The first block consists of two fully connected layers with ReLU activation function, followed by max pooling and dropout layers. The second block consists of one fully connected layer with ReLU activation, followed by a dropout layer. We set the number of epochs to 50, a batch size of 256, and a filter size of 64.

CNN-based WF Attack. The general structure of our design for the CNN model is shown in 5(b). The implemented CNN consists of two main blocks: convolutional layers and fully connected layers. The first block consists of two consecutive convolutional layers with ReLU activation function, followed by max pooling and dropout layers. The second block consists of a fully connected layer with ReLU activation function, followed by a dropout layer. We set the number of epochs to 50, with a batch size of 256 and a filter size of 64.

2) DFD Implementation: To evaluate our DFD, we developed two operation modes for different injection scenarios, namely one-way injection and two-way injection.

One-way Injection (OWI). In one-way injection, dummy message injection can be performed by either the client or the server-side. For website surfing, the client-side injection results in less bandwidth overhead and a reasonable misclassification rate. Moreover, the implementation of one-way injection can be done without modifying the server-side codes.

Two-way Injection (TWI). In two-way injection, we use the symmetric and asymmetric injections. The purpose of the two-way injection is for a higher misclassification rate at the cost of increasing the bandwidth overhead. For our implementation, we need to modify both the client and the server code. For simplicity, and instead of modifying the web server, we can
In order to provide a better understanding of our finding, this section is broken down into two main parts: 1) WF attacks evaluation and 2) DFD evaluation. We evaluated the performance of both deep learning-based WF attacks and DFD approach over both closed-world and open-world datasets.

Assumptions. We assume that the adversary can obtain all the network traffic from the client to Tor network and vice versa. Moreover, and as mentioned earlier, the adversary has only passive access to the network traffic.

1) WF Attacks Evaluation: In the following, we evaluate the performance of our deep learning-based WF attacks in the closed-world and open-world settings.

CWS. We built our DL-based WF attacks based on the collected network traces in the closed-world scenario. The closed-world traffic is categorized into defended, with WTF-PAD and W-T methods, and undefended traces. We trained CNN and DNN models for each of these categories. The performance of each of these WF attacks is listed in detail in Table I. As it can be seen, both CNN and DNN models are able to achieve high accuracy rates—99.93% and 97.99%, respectively—for the undefended dataset. Note that for the case of W-T any threat model can theoretically obtain at most 50% of accuracy rate [24]. Thus, the obtained result of 49.52% classification accuracy rate is quite reasonable. Although the performance of the DNN model drops for the defended datasets, the performance of CNN model remains quite comparable. This is quite justifiable given that the convolutional structure provides better feature extraction, thus classification accuracy.

OWS. We trained our CNN and DNN WF attacks in the open-world settings. All steps taken are similar to the closed-world setting, and the classification results are in Table II. In comparison to the closed-world scenario, the performance has decreased. This is because of the increased size of the data and accordingly the complexity of the classification task. Similar to the closed-world scenario, the performance of the CNN model is higher than DNN model in both the defended and the undefended datasets. This can be inferred as smaller confidence of the DNN model compared to the CNN model.

2) DFD Evaluation: Generally, machine/deep learning-based WF models learn the inherent pattern of the Tor users’ online activity from his network traffic. Therefore, any potential defense mechanism should be able to break the pattern such that the adversary cannot identify the Tor users’ destination. Such patterns can be broken by injecting dummy messages at the client-side only or both client and server sides.

OWI. In one-way injection, the dummy messages are injected in every outgoing burst. The injection is performed in either the client or the server. To observe which side injection has more impact on breaking the patterns, we performed two individual experiments by varying the perturbation rate (P).

- **Client-side Injection (CSI).** Here, we inject the dummy messages in each burst based on the length of the previous burst. We argue that injection of dummy messages using this approach is more logical. We evaluated the performance of this approach using closed-world and open-world undefended datasets. The misclassification rate of DFD using the different perturbation rates is shown in Figure 6 and Figure 7. As it can be seen, the higher the perturbation rate, the higher is the misclassification rate as well. For instance, DFD achieved a misclassification rate of 86.02% over the CNN model.

- **Server-side Injection (SSI).** Unlike client-side injection, here we injected dummy messages only on the server-side. The performance of this approach is evaluated based on both the closed-world and open-world settings. Figure 8 and Figure 9 demonstrate the misclassification rate of the DL-based WF attacks using different perturbation rates. We found that the misclassification rate increases at higher perturbation rates. Specifically, in the closed-world setting, the misclassification rate at 25% and 50% perturbation rate were 67.43% and 82.8%, respectively. The misclassification rate increases up to 94.52% using 100% perturbation rate over the CNN model. The same trend is seen in the open-world setting.

Observation. In these experiments, we found that the server-side injection significantly impacts the misclassification rate, in compare to the client-size injection.

TWI. The two-way injection approach is similar to the one-way injection, although dummy messages are injected at both the client and server. To observe the impact of each injection side (i.e., client or server), we performed extensive experiments based on the symmetric and asymmetric injection.

- **Symmetric injection (SI).** Here, the percentage of incoming and outgoing dummy messages are equally changed from 1% to 25%. Figure 10 and Figure 11 show the misclassification of the two-way injection method for closed-world and open-world settings using six perturbation rates. We observed that the misclassification rate varies from 65.07% (P = 1%) to 67.77% (P = 25%) for the CNN model over the closed-world setting.
Asymmetric injection (AI). Unlike the symmetric injection, here, we fixed the percentage of either the client-side or the server-side’s dummy message injection rate and explored the behavior of the model under different injection rates on the other side.

**Fixed towards client-side (FTCS).** In this experiment, we fixed the perturbation rate at the client-side to 100%, while the injection rate at the server side is varied from 5% to 100%. Figure 14 and Figure 15 show the closed-world and open-world experiment results, respectively. We observed that there is a positive correlation between the misclassification and injection rates. We observed that as the injection rate at the client-side increases, the misclassification rate increases over the CNN model.

**Fixed towards server-side (FTSS).** We fixed the perturbation rate at the server side to 15%, while the injection rate at the client side is varied from 5% to 100%. Figure 12 and Figure 13 depict the misclassification rate over the closed-world and open-world settings, respectively. We observed that as the injection rate at the client-side increases, the misclassification rate increases.

**Observations.** We observed that we could achieve almost the same misclassification rate of 67.77% using both 25% perturbation rate for one-way client-side and two-way symmetric injections. In addition, in the asymmetric experiment, we achieve a misclassification rate of 86.02% and 85.76% using 100% and 15% injection rates at the client and server-side, respectively. Where nearly the same misclassification rate can be achieved using one-way injection method at the client-side ($P = 100\%$). Therefore, we argue that one-way client-side injection is, in general, equivalent to two-way injection approach in terms of the misclassification rate.

**Defense-aware Adversary.** Similar to WTP-PAD and W-T, we evaluate our proposed approach performance in defending against adversaries fully aware of the used defense method, and the underneath machine learning architecture. To this end, we trained CNN and DNN models on closed-world samples generated from DFD (i.e., two-way injection: client 15% and server 25%). The CNN and DNN models achieved a remarkable results of 97.37% and 76.91% in identifying traces websites, respectively. This performance is caused by the injection, as it depends on the original traces length. While the extracted patterns are not similar to the original patterns, deep learning models were able to learn and distinguish between websites. We observed similar results in the open-world setting, where the accuracy were 89.20% for CNN model and 73.05% for DNN model. To highlight this issue, we investigated the effect of changing the injection rate on the performance of the trained model. To do so, we applied DFD with two-way injection (client 25% and server 100%) on closed-world traces, achieving a detection accuracy of 12.25% and 3.36% for CNN and DNN trained models, respectively. Similarly, we achieved a detection accuracy of 17.47% for CNN model, and 53.37% for DNN models under same settings on open-world traces. Due to DFD design, and the ease of changing the injection rate ($P$), adapting a dynamic injection rate (i.e., automatic update of $P$) prevents the exposure of the
users’ patterns, resulting in a secure website visiting.

D. Discussion

We introduced DFD to break the inherent pattern observed while visiting websites and used to break the privacy of Tor. In line with previous defenses, the message injection is carried out within bursts. However, DFD injects the messages over each burst, where the number of injected messages is decided by two factors: 1) the previous burst length and 2) perturbation rate. Injecting at each burst ensures the destruction of the existing patterns utilized by The deep learning model. Our evaluations show a high correlation between the misclassification rate and the perturbation rate.

Trade-off. Through our experiments, we conclude that the burst injection of both the client-side and server-side has a significant impact in terms of the misclassification rate. Although the increase of injection ratio leads to a higher misclassification rate, they cause a huge increase in bandwidth overhead, which degrades the user experience. In the one-way injection scenario, the outgoing bandwidth overhead is equivalent to the perturbation rate of outgoing traffic. Whereas, the overall bandwidth overhead of the two-way symmetric injection is the perturbation rate of the entire traffic (i.e., incoming and outgoing). Obviously, two-way injection presents a higher bandwidth overhead compared to the one-way injection. To show the trade-off, we list the average bandwidth overhead and the corresponding misclassification rate for each injection mode (i.e., one-way, two-way symmetric, two-way asymmetric) in Table III and Table IV. Moreover, as shown in Figure 16 and Figure 17, the fraction of the outgoing messages is way smaller than that of incoming messages for most traces, which enables us to apply higher injection rates at the client-side without significantly increasing the bandwidth overhead. This can be illustrated by the bandwidth overhead of 14.43% in 100% client-side perturbation rate, which is less than 15% two-way symmetric injection while providing 25.08% more of the misclassification rate. The same pattern can also be observed from the one-way server-side injection, where injecting at 50% rate will cause a bandwidth overhead of 42.86%. Overall, the one-way client-side injection with 100% perturbation rate presents the best misclassification to bandwidth overhead trade-off.

VI. CONCLUSION

In this paper, we introduced a novel Website Fingerprinting (WF) defense scheme, called Deep Fingerprinting Defender (DFD), to defend against deep learning-based attacks. In its heart, DFD carefully inject dummy messages within every traffic burst generated by the communication between the Tor client and server. DFD supports one-way and two-way injection modes for users to handle trade-off between misclassification rate and overhead on demand. In the open-world setting, DFD achieved 86.02% misclassification rate with only 14.43% of bandwidth overhead. Further, in the close-world setting, the misclassification rate was as high as 92.71% with the similar bandwidth overhead (14.26%). We evaluated the performance of DFD against adversaries with prior knowledge of our injection mechanism. We found that applying DFD with automatic update of the injection rate can mitigate the deep learning-based WF attacks effects, concealing the patterns and providing a secure website visiting behavior.
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