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Abstract
The  objective of DEET (Detecting Errors Efficiently without
Testing) is to detect errors automatically in component-based
software that is developed under the doctrine of design-by-
contract.  DEET is not intended to be an alternative to testing
or verification.  Instead, it is intended as a complementary and
cost-effective prelude.  Unlike testing and run-time monitor-
ing after deployment, which require program execution and
comparison of actual with expected results, DEET requires
neither; in this sense, it is similar to formal verification.  Un-
like verification, where the goal is to prove implementation
correctness, the objective of DEET is to show that an imple-
mentation is defective; in this sense, it is similar to testing.
The thesis is that if there is an error in a component-based
software system either because of a contract violation in the
interactions between components, or within the internal de-
tails of a component (e.g., a violated invariant), then it i s
likely—but not guaranteed—that DEET will find it quickly.
DEET is substantially different from other static checking
approaches that achieve apparently similar outcomes.  Yet i t
builds on a key idea from one of them (Alloy): Jackson’s small
scope hypothesis.  Among other things, the DEET approach
weakens full verification of component implementation cor-
rectness to static checking for errors, in a systematic way that
makes it clear exactly which defects could have been detected,
and which could have been overlooked.
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1. INTRODUCTION
This paper describes a new approach to detecting errors in
component-based software that is developed using the popular
paradigm known as design-by-contract, and presents results
from early experience with a prototype tool.  We call the ap-
proach DEET for Detecting Errors Efficiently without Testing.  
DEET has the potential to be effective and efficient, and the
potential to “scale up” to large component-based software
systems.  It is intended to offer the following important bene-
fits over early testing:
                                                                        
 

•  DEET can analyze one component at a time in a modular
fashion, i.e., it can detect mismatches between a compo-
nent implementation and its contract, even in isolation
from the rest of a component-based system.

• Since DEET does not require program execution or inlin-
ing of called procedures, it does not depend on code or
even stub availability for other components.

• DEET can detect substitutability bugs, i.e., contract viola-
tions that are literally undetectable by testing.  Such bugs
arise from situations where a particular implementation of
a component requires less or delivers more than its con-
tract specifies, and where the correctness of the larger
system relies on such incidental behavior of that particu-
lar implementation.  

•  DEET is automated and does not require manual input
selection.

• When an error is detected, DEET can pinpoint the origin of
the error in the source code.  In particular, it can detect in-
ternal contract violations among participating
components in a larger system—and assign blame.  This
property makes it suitable for debugging component-
based software.

DEET bears some resemblance to other static analy-
sis/checking tools1, e.g., Alloy [38] and ESC [18].  Section 2
explores connections with these two systems in particular.
Section 3 explains the steps of the DEET approach with a de-
tailed example.  Section 4 discusses other related work, and
Section 5 summarizes the paper.

2. ESC, ALLOY, AND DEET
From the synopsis of features given in the introduction, it may
appear that DEET is essentially the same as ESC or Alloy—two
well-known efforts in the same general direction.  In fact, while
DEET shares some common objectives with these approaches,
it is complementary in nearly every respect, as explained in
this section.  Only one technical detail from these systems has
been consciously adapted for use in DEET: Jackson’s small
scope hypothesis [37], which is discussed in Section 3.2.3.

2.1 Objectives, Context, and Assumptions
ESC and Alloy seek incremental improvements to current
software engineering practice, focusing on “real” languages
                                                                        
1 But should not be confused with N, N-diethyl-m-toluamide.

ABC News (7/3/02) summarized a New England Journal o f
Medicine report as follows:  “DEET Is Best Bug Repellent.”



and “real” programmers—constraints that impose technical
complications which have proved unexpectedly troublesome.
The defects that can be detected in practice with these tools are
limited by (1) the failure of the “real” programming language
to ensure by fiat certain desirable properties of programs, to
prevent programming practices that complicate reasoning
about software behavior, and in general to have semantics that
facilitates modular reasoning; (2) the assumption that “real”
programmers are unwilling or even unable to write full specifi-
cations of intended functional behavior, and that they will
write only certain kinds of annotations that capture part of that
intent; and (3) an interest in a tool that can be used with any
software—component-based or not—that can be written in the
“real” language.2

By contrast, DEET is part of a long-term plan to explore the
foundations of future software engineering practice as it could
be.  The overall project goal is not to live within the shackles
of current practice, but rather to remove them.  DEET’s context
includes (1) a combined  specification and implementation
language (Resolve [66]) that is expressly designed to support
modular reasoning, while still permitting the development of
“real” software by strictly disciplined use of “real” languages
such as C++ [34]; (2) a recognition, based on teaching experi-
ence [71], that tomorrow’s software engineers can be taught to
understand and even to write formal-language specifications,
just as they can be taught to write formal-language implemen-
tations; and (3) a focus on component-based software.  The
project vision is to have an automatic verifier for functional
(and performance) correctness of component-based systems.
The purpose of an intermediate tool such as DEET is for soft-
ware engineers to find errors quickly before attempting full
verification, as this is likely to remain more efficient than full
verification and hence potentially give real-time feedback.

2.2 References and Aliasing
ESC deals with, among other things, “nil-dereference errors”
[18].  Among other things, it introduces a “downward closure”
rule for modifies clauses in contracts.  This is used to account
for situations where aliases to instance fields of a class could
impact an object’s abstract state via unintended side effects.
This, in turn, leads to a “rep visibility requirement” and an-
other annotation construct, the depends clause, that is “a key
ingredient of our solution to the problem” [18].  Nonetheless,
it is admitted that “one problem in this area that has stumped
us is a form of rep exposure that we call abstract aliasing”[18];
see also [17].  The potential for aliasing technically does not
always prevent modular reasoning, but the above measures
help illustrate that it seriously complicates matters [79].   

The Alloy approach “targets properties of the heap” [77] to
detect errors in implementations of linked data structures and
null dereferences.  The extent to which the Alloy approach can
scale up to other properties remains an open question: “We
expect that the tool will work well for modular analysis of
even quite complex classes; how well it scales for analyses
amongst classes and whether it will be economical enough for
everyday use remains to be seen” [42].

Resolve has value semantics for all variables; there is no alias-
ing because the language does not permit it [49].  Resolve
                                                                        
2 ESC handles not just sequential programs but a class of

synchronization errors in multi-threaded programs.  Alloy
and DEET so far are limited to sequential programs.

includes reference-free abstractions for lists, trees, etc., and
programs that use these components are not burdened with the
complication of reasoning about references or aliasing.  How-
ever, it remains possible to write programs for situations where
explicit aliasing improves efficiency and would be exploited
in a language like Java.  Using specifications of pointer-like
behavior [47], it is possible to reason about these programs
formally and to find errors in them using the DEET approach
(although the current prototype does not handle this).  Tech-
niques used in ESC and/or Alloy to deal with aliasing may
prove helpful in such situations, but our initial focus is on
typical Resolve programs, in which pointers are not needed or
used.  And in any case, the use of value semantics for all vari-
ables distinguishes DEET from ESC and Alloy.

2.3 Undefined or Invalid Variable Values
ESC reportedly has been successful in detecting failure-to-
initialize defects.  Indeed, this seems to be one of its primary
uses: “… our experience has been that many ESC verifications
can be successfully completed with almost no specifications at
all about the contents and meanings of abstract types, other
than the specification of validity” [18].

The Alloy approach is tied to the Alloy Annotation Language
[42] and “is designed for object model properties: namely
what objects exist, how they are classified grossly into sets,
and how they are related to one another.  It is not designed for
arithmetic properties…” [37].

In Resolve, every variable has an initial value upon declara-
tion.  A variable is never “undefined” or “invalid” and there i s
no question about whether it “exists”, so there is no need for
DEET to detect such errors.  DEET, rather than avoiding speci-
fications of “the contents and meanings of abstract types” and
“arithmetic properties” (of arithmetic types), is intended to
find defects related to fully specified component behavior.  

2.4 Contracts and Other Assertions
ESC includes contract specification syntax, and most reported
examples involve these constructs.  However, ESC does not
treat such assertions as complete contract specifications, but
merely as partial statements of intent (e.g., as specifying only
the property that a variable has been initialized).  Moreover,
ESC seeks to avoid making programmers write loop invariants,
for example, because they can be “pedagogical and heavy-
handed” [18] and sometimes can be produced automatically.
For instance, in a definite for loop whose index i ranges from 1
to 10, the invariant 1 ≤ i ≤ 10 can be generated by a tool, allow-
ing ESC to detect some range errors without the programmer
having to write a loop invariant.

Alloy requires no annotations beyond the property to be
checked, and the assertions it checks are not necessarily parts
of formal contracts, although the authors “are hopeful that i t
will extend to the analysis of code in terms of abstract sets and
relations specified in an API” [37].  So, the current Alloy ap-
proach “expands calls inline” [77] rather than relying on
contract specifications, hence requires special translation to
handle recursive calls.  Alloy relies on loop-unrolling to avoid
the need for programmer-supplied loop invariants.

DEET expects full contract specifications for components, and
additional internal assertions inherent in the Resolve syntax:
loop invariants, representation invariants, and abstraction
relations.  This is necessary to study the impact of having



complete specifications on the quality of checking that can be
achieved.  If it turns out that experience with DEET suggests
that future software engineers would be better off by learning
to write specifications than by avoiding them, then it becomes
our obligation to teach them how to write specifications.
Moreover, because we focus explicitly on component-based
software, DEET reasonably expects component libraries to
have the specifications and internal assertions needed for full
verification.  This is because the extra cost of developing these
annotations can be amortized over many component uses.  The
Resolve component catalog is an existence proof that a non-
trivial library of fully specified components can be developed.

2.5 Soundness and False Alarms
All the tools here might fail to detect errors.  However, they
differ in why this is so.  In ESC, there is no characterization of
which errors might have eluded detection.  Moreover, ESC i s
unsound in the usual logical sense because “verification con-
dition generation is unsound”.  The verification condition
produced is fed to ESC’s own refutation-based general theorem
prover that is claimed to be “sound, as far as we know”.  ESC
can also produce false alarms, or “spurious warnings”.  The
claim is that neither of these apparent technical shortcomings
is a big problem if, on balance, the system in practice finds
interesting classes of defects that actually do exist [18].

The idea of Alloy is that if an error is not detected, it is because
the “scope”, or subset of situations considered in the analysis,
has been limited.  Specifically, the Alloy approach generates a
composite verification condition, and then limits the number
of heap cells for each type and the number of loop iterations
for each loop to turn this condition into a propositional for-
mula that can be fed to a back-end SAT-solver, which tries to
refute it.  Any given error might have a witness only outside
this scope.  Alloy is designed not to give false alarms, i.e., it i s
not supposed to report errors where none exist [37].

DEET is much like Alloy in this regard, with two major excep-
tions.  First, the soundness of verification condition
generation has been established for most constructs of Re-
solve [22, 32, 67, 68].  The overall approach is still that the
verification condition needed for full verification is generated
from the relevant specifications and code.  But then the scopes
of all variables are restricted—not based on the number of
heap cells in a data representation, but on the possible abstract
mathematical model values for the variables involved.  As with
Alloy, this allows the verification condition to be recast as a
propositional error hypothesis that can be fed to a back-end
off-the-shelf SAT-solver in an effort to produce a witness to a
defect.  So DEET, like Alloy, can fail to detect an error if there
are no witnesses to that error in the analyzed scope.  But DEET
does not report errors in code that could be verified as correct.

In overall structure and in many technical details, DEET seems
to be a closer cousin of Alloy than of ESC.  Nonetheless, there
are other significant technical differences between DEET and
Alloy.  For example, DEET’s verification condition generator
automatically accounts for the “path conditions” associated
with various execution paths.   The Alloy approach is based on
generating a control flow graph for the program to account for
the various execution paths, and is cleverly optimized to do
this [77]. A proposal in [42] suggests that loop-free code with
method invocations can be handled by generating verification
conditions using a logic similar to that used in ESC [17].

Two other differences between DEET and its predecessors are
important.  In the process of looking for errors, DEET generates
the verification condition that would be needed to prove cor-
rectness.  Proofs of this assertion can be attempted with
human-assisted theorem provers (e.g., PVS [60]) when DEET
finds no errors.  And using the foundations for an extended
system for specification and verification of performance (both
time and space) [46, 69, 70], in principle DEET might be ex-
tended to detect errors relative to performance contracts.   

3. DEET APPROACH
This section explains the DEET approach.  As in [37], we
choose a simple list example to explain in detail, because only
with a concise example is it possible to illustrate concretely
the variety of technical issues involved.  The example helps to
demonstrate the additional advantages of both the DEET and
Alloy approaches over testing alone.   Finally, it highlights
some key differences between the DEET and Alloy approaches,
because it involves recursive code that is a client of a List
component contract, rather than being an implementation of a
list method that has direct access to the data representation.  

Concept List_Template( type Entry );
uses Std_Integer_Fac, String_Theory;

Type List is modeled by (
Left, Right: Str(Entry)

);
exemplar P;
initialization
ensures|P.Left| = 0 and |P.Right| = 0;

Operation Insert( alters E: Entry;
updates P: List );

ensures P.Left = #P.Left and
P.Right = 〈#E〉 * #P.Right;

Operation Remove( replaces R: Entry;
updates P: List );

requires |P.Right| > 0;
ensures P.Left = #P.Left and
#P.Right = 〈R〉 * P.Right;

Operation Advance ( updates P: List );
requires |P.Right| > 0;
ensures |P.Left| = |#P.Left| + 1 and
P.Left * P.Right = #P.Left * #P.Right;

…
end List_Template;

Figure 1: A Specification of List_Template

3.1 Example: A Defective Implementation
Figure 1 shows a skeleton of a contract specification for a
List_Template component in a dialect of Resolve [66].  In the
specification, the value space of a List object (with position) i s
modeled mathematically as a pair of strings of entries: those to
the “left” and those to the “right” of an imaginary “fence” that
separates them.  Conceptualizing a List object with a position
makes it easy to explain insertion and removal at the fence.  A
sample value of a List of Integers object, for example, is the
ordered pair (<3,4,5>, <4,1>).  Insertions and removals are
explained as taking place between the two strings, specifically
at the left end of the right string.



Formally, the declaration of type List introduces the mathe-
matical model and, using an example List variable P, states
that both the left and right strings of a List are initially empty.  
A requires clause serves as an obligation for a caller, whereas
an ensures clause is a guarantee from a correct implementation.
In the ensures clause of Insert, for example, #P and #E denote
the incoming values of P  and E , respectively, and P  and E
denote the outgoing values.    The infix operator * denotes
string concatenation, the outfix operator 〈•〉 denotes string
construction from a single entry, and the outfix operator |•|
denotes string length.

Enhancement Reversal_Capability for
List_Template;

Operation Reverse( updates P: List );
requires |P.Left| = 0;
ensures P.Left = Rev(#P.Right) and

|P.Right| = 0;
 end Reversal_Capability;

Figure 2: Specification of a List Reversal Operation

Realization Recursive_Realiz for
Reversal_Capability;

Recursive Procedure Reverse(
updates P: List );

decreasing |P.Right|;
var E: Entry;
if ( Right_Length(P) > 0 ) then
Remove(E, P); Reverse(P); Insert(E, P);

end;
end Reverse;

 end Recursive_Realiz;

Figure 3: A Defective Implementation of Reverse

An interesting aspect of the Insert specification is that its
behavior is relational.   The semantics of alters mode for the
formal parameter E is that the result value of entry E is unde-
termined.  This under-specification allows implementations
not to have to make expensive copies of non-trivial type pa-
rameters, which is an important issue in the design of generic
abstractions.  It is well known that copying references, while
efficient, introduces aliasing and complicates reasoning [33,
49, 79].  The present specification is more flexible.  It allows
the entry to be moved or swapped into the container structure
(efficiently, i.e., in constant time, by manipulating references
“under the covers”) and thus potentially to alter it, without
introducing aliasing [30].  Correspondingly, the Remove op-
eration is specified to remove an entry from P, and it replaces
the parameter R.  Operation Advance allows the list insertion
position (fence) to be moved ahead.  The rest of the specifica-
tion is in [68]; but it is not needed to understand this example.

Figure 2 contains the specification of an operation to reverse
(the right string of) a list.  Here, Rev denotes the mathematical
definition of string reversal.  Figure 3 shows an (incorrect)
recursive implementation.  It uses the List operations given in
Figure 1.  To demonstrate termination, the recursive procedure
has a progress metric using the keyword decreasing.

3.2 DEET Steps to Detect Errors

3.2.1 Generation of a Symbolic Reasoning Table
As a first step in modular static analysis—either to prove
correctness or to find errors—a symbolic reasoning table i s

generated [68].  The soundness and relative completeness of
the approach that justifies this step are established in [32].
Figure 4 contains a table for the code in Figure 3.  A key ob-
servation is that this table can be produced mechanically from
the information in Figures 1, 2, and 3, as explained in [32, 68]
and summarized below.  In the table, each program State i s
numbered.  For each state, the Assume column lists verification
assumptions and the Confirm column lists the assertions to be
proved.  The Path Condition column denotes under what con-
dition a given state will be reached.

Reasoning table generation involves the profligate use of
variable names, because each program variable name is ex-
tended with the name of the state to denote the value of the
variable in that state.  P1, for example, denotes the value of
variable P in state 1.  To prove that the procedure for Reverse i s
correct, we assume that its precondition is true in the initial
state and must confirm that its postcondition is true in the
final state.  For modular analysis, we rely only on the behav-
ioral contracts of the called operations (i.e., Insert  and
Remove).  In particular, for the calling code to be correct, we
must be able to confirm that the precondition of a called opera-
tion is true in the state before the call; then we may assume
that the postcondition is true in the state after the call.  The
recursive call to Reverse is treated just like any other call.
However, before the recursive call, we additionally need to
confirm that the progress metric decreases.

State Path Condi-
tion

Assume Confirm

0 |P0.Left| = 0

if ( Right_Length(P) > 0 ) then

1 |P0.Right| > 0 P1 = P0 |P1.Right| > 0

    Remove(E, P);

2 |P0.Right| > 0 P2.Left =  P1.Left ∧

P1.Right = <E2> *

    P2.Right

|P2.Left| = 0 ∧

|P2.Right| <

    |P0.Right|

    Reverse(P);

3 |P0.Right| > 0 E3 = E2 ∧

P3.Left =

    Rev(P2.Right) ∧

|P3.Right| = 0

    Insert(E, P);

4 |P0.Right| > 0 P4.Left = P3.Left ∧

P4.Right = <E3> *

    P3.Right

end;

5.1 |P0.Right| = 0 P5 = P0

5.2 |P0.Right| > 0 P5 = P4

P5.Left =

  Rev(P0.Right)
∧

|P5.Right| = 0

Figure 4: A Reasoning Table for the Reverse Procedure

The path condition in a given state serves as an antecedent for
the implications that are the actual assertions to be assumed



and confirmed in that state.  In other words, assume/confirm
entries apply only when the path condition holds.

3.2.2  Generation of Error Hypotheses
To prove the correctness of the code, then, entails confirming
each obligation in the last column, using the assumptions in
the states above and including the state where the obligation
arises (but, critically for soundness, not the states below it in
the table [32]).  Rather than attempting the non-trivial process
of verification using a general theorem-proving tool, DEET
instead looks for a witness to a bug in the code.  In particular,
it attempts to find values for the variables that satisfy all
relevant assumptions but that fail to satisfy something that
needs to be confirmed.  This is done by conjoining the as-
sumptions and the negation of the assertion to be confirmed,
and then seeking a satisfying assignment for the variables in
this error hypothesis—a witness to a bug.

To illustrate the idea, consider the assertions that need to be
confirmed in state 5 (arising from the postcondition of Re-
verse).  In particular, consider the recursive case when the path
condition |P0.Right| > 0 holds.  The code is defective if there i s
a set of assignments to the variables that satisfies the assertion
in Figure 5.  In the figure, the conjunct numbered I is the path
condition, conjuncts II through VII are assumptions from
states 0 through 5, and conjunct VIII is the negation of the
assertion to be confirmed in state 5.

Error hypothesis generation also can be mechanized.  There are
four error hypotheses for the present example, one each corre-
sponding to the confirm clauses in states 1 and 2, and two for
state 5 (one for the base case 5.1 and one for the recursive case
5.2).   If a satisfying assignment exists for an error hypothesis
arising from an intermediate state (e.g., state 1 or 2 here), then
the code fails to live up to its part of the contract for an opera-
tion it calls.  It is possible that the error hypothesis arising
from the final state at the end of the code (in state 5 in the
table) cannot be satisfied, even though intermediate errors
(e.g., violation of preconditions of called operations) are
found.  The code still should be deemed defective under de-
sign-by-contract because the calling code violates a
requirement of a called operation.

(|P0.Right| > 0) ∧
I

(|P0.Left| = 0) ∧ 
II

(P1 = P0) ∧ III
(P2.Left = P1.Left ∧
P1.Right = <E2> * P2.Right) ∧ IV

(E3 = E2 ∧ P3.Left = Rev(P2.Right) ∧
|P3.Right| = 0) ∧ V

(P4.Left = P3.Left ∧
P4.Right = <E3> * P3.Right) ∧ VI

(P5 = P4) ∧             VII
(¬ (P5.Left = Rev(P0.Right) ∧
|P5.Right| = 0))        VIII

Figure 5: Error Hypothesis for Confirm Clause 5.2

3.2.3 Restriction of Scope
The search for a witness to an error hypothesis relies on Jack-
son’s small scope hypothesis (where “scope” is, loosely
speaking, a measure of the size of the input space to be
searched).  Jackson notes that even though, for any given

scope, one can construct a program with a bug whose detection
requires a strictly larger scope, in practice, many bugs will be
detectable in small scopes [37].  If a bug is found within a
small scope, then the code is not consistent with the verifica-
tion conditions.  If none is found in the given scope, then
there are no inconsistencies in that scope; yet, inconsistencies
might exist in a larger scope.

For DEET, we have explored restricting the scopes of partici-
pating variables by restricting their mathematical spaces,
instead of placing bounds on loop iterations or heap cells.  It
is reasonable to begin with the most stringent restrictions.  In
the example, for instance, we start by looking for a witness to
the error hypothesis in which all variables of type Entry have
exactly one value, and in which strings of type Entry are either
empty or contain just a single Entry with that value.   Without
loss of generality, we use Z0 to stand for the single value of
type Entry.   This in turn restricts the scope of the search for
strings to the two-element set {Str_Empty, Str_Z0}, where
Str_Empty denotes the empty string and Str_Z0 denotes the
string <Z0>.

These restrictions on scope lead to a (possibly large, but fi-
nite) propositional formula corresponding to each error
hypothesis generated from the code and the specifications,
e.g., the one in Figure 6.  Each satisfying assignment for this
formula identifies a particular witness to a particular error
hypothesis.  To conserve space, we have shown only a part of
the formula to use as a means of explaining how it can be
generated.  In the conjuncts listed in Figure 6, the names of all
(Boolean) variables can be generated automatically.  The vari-
able P0_Left_equals_Str_Empty  being true, for example,
denotes that the left string of the program variable P in state 0
is equal to the empty string.  In addition to the variables that
correspond directly to the symbols in Figure 5, variable names
corresponding to mathematical expressions involving string
length, reverse, and concatenation are needed as well.  Given
this, the first two conjuncts in Figure 6 correspond directly to
those in Figure 5.

To assert that P1 = P0 (conjunct III in Figure 5), the formula
has to assert that the left strings of the two lists are equal and
that the right strings are equal.  However, each string may have
only one of two values because of scope restriction: Str_Empty
or Str_Z0.  The left strings of P0 and P1 will be equal if they
are both Str_Empty or if they are both Str_Z0.  This observa-
tion leads to conjuncts in III in Figure 6.  The rest of the
conjuncts are derived similarly.  A list of additional conjuncts
needs to be generated to complete the propositional formula
generation, and only some of these additional conjuncts are
shown in Figure 6.   For example, we need to assert that the
right string of a list cannot be both empty and contain a single
entry (although it could be longer), i.e.:

(¬ P0_Right_equals_Str_Empty ∨
 ¬ P0_Right_equals_Str_Z0)

The formula needs to make this assertion for the left and right
strings of each List variable in each state.  Another set of asser-
tions is based on mathematical string length, e.g.:

(Len_P0_Right_equals_Zero ⇔
 P0_Right_equals_Str_Empty)

Other sets of assertions are generated for string reversal and
concatenation within the restricted scope. Notice that similar



conjuncts for, e.g., reversal of the left string of a list, are not
generated because they do not arise in the conjuncts corre-
sponding to the assertions in Figure 5.  The complete formula
is at:

 http://www.cs.clemson.edu/~resolve/reports/RSRG-03-05.pdf

(¬Len_P0_Right_equals_Zero) I
( Len_P0_Left_equals_Zero) 
II

((P1_Left_equals_Str_Empty ∧
P0_Left_equals_Str_Empty) III
    ∨ (P1_Left_equals_Str_Z0 ∧
P0_Left_equals_Str_Z0)) ∧
((P1_Right_equals_Str_Empty ∧

P0_Right_equals_Str_Empty)
    ∨ (P1_Right_equals_Str_Z0 ∧
P0_Right_equals_Str_Z0))
((P2_Left_equals_Str_Empty ∧
P1_Left_equals_Str_Empty) IV
    ∨ (P2_Left_equals_Str_Z0 ∧
P1_Left_equals_Str_Z0)) ∧
((P1_Right_equals_Str_Empty ∧

 Cat_E2_P2_Right_equals_Str_Empty)
    ∨ (P1_Right_equals_Str_Z0 ∧
           Cat_E2_P2_Right_equals_Str_Z0))
(E3_equals_Z0 ∧ E2_equals_Z0) ∧ V
((P3_Left_equals_Str_Empty ∧

        Rev_P2_Right_equals_Str_Empty)
    ∨ (P3_Left_equals_Str_Z0 ∧
            Rev_P2_Right_equals_Str_Z0)) ∧
(Len_P3_Right_equals_Zero)

((P4_Left_equals_Str_Empty ∧
P3_Left_equals_Str_Empty) VI
    ∨ (P4_Left_equals_Str_Z0 ∧
P3_Left_equals_Str_Z0)) ∧
((P4_Right_equals_Str_Empty ∧

      Cat_E3_P3_Right_equals_Str_Empty)
    ∨ (P4_Right_equals_Str_Z0 ∧
            Cat_E3_P3_Right_equals_Str_Z0))
((P5_Left_equals_Str_Empty ∧
P4_Left_equals_Str_Empty) VII
    ∨ (P5_Left_equals_Str_Z0 ∧
P4_Left_equals_Str_Z0)) ∧
((P5_Right_equals_Str_Empty ∧

      P4_Right_equals_Str_Empty)
    ∨ (P5_Right_equals_Str_Z0 ∧
P4_Right_equals_Str_Z0))
(¬ ((( P5_Left_equals_Str_Empty ∧ 
VIII

     Rev_P0_Right_equals_Str_Empty) ∨
     (P5_Left_equals_Str_Z0 ∧
        Rev_P0_Right_equals_Str_Z0)) ∧
     (Len_P5_Right_equals_Zero)))

Additional Assertions

Unique Values (sample: P0.Right)

(¬ P0_Right_equals_Str_Empty ∨
 ¬ P0_Right_equals_Str_Z0)

String Length (sample: |P0.Right|)

(Len_P0_Right_equals_Zero ⇔
 P0_Right_equals_Str_Empty)

String Reverse (sample: Rev(P0.Right))

(Rev_P0_Right_equals_Str_Empty ⇔
 P0_Right_equals_Str_Empty) ∧
(Rev_P0_Right_equals_Str_Z0 ⇔
 P0_Right_equals_Str_Z0)

String Concatenate (sample: <E2> * P2.Right)

(¬ Cat_E2_P2_Right_equals_Str_Empty) ∧
(Cat_E2_P2_Right_equals_Str_Z0 ⇔
    (E2_equals_Z0 ∧
     P2_Right_equals_Str_Empty))

Figure 6: Selected Conjuncts Corresponding to Figure 5

The number of variables in the formula is bounded by the
product of the size of the restricted scope, the number of pro-
gram variables and expressions in the original verification
conditions, and the number of rows in the tracing table (i.e.,
the number of lines of code).  The number of conjuncts de-
pends on the mathematical models and the assertions
involved, along with the number of generated variables.

3.2.4 Error Detection
The example illustrates that the formulas generated during this
process are not in conjunctive normal form (CNF).  We do not
convert them to CNF, but rather apply a SAT-solver that can
handle arbitrary propositional formulas [41]; other state-of-
the-art SAT solvers such as BerkMin [28] or Chaff [54] could
be used by converting the formulas to CNF.  The solver we
have used, developed by the co-authors at Tübingen, is based
on a Davis-Putnam-style [16] algorithm.  It can handle formu-
las involving several thousand variables. For example, when
the formula in Figure 6 was (translated into the required input
format and) supplied to this solver, it produced the assign-
ment given in Figure 7 within a fraction of a second.  In
addition, it concluded that this is the only solution.

Len_P0_Left_equals_Zero
P0_Left_equals_Str_Empty
P0_Right_equals_Str_Z0
Rev_P0_Right_equals_Str_Z0
P1_Left_equals_Str_Empty
P1_Right_equals_Str_Z0
P2_Left_equals_Str_Empty
E2_equals_Z0
P2_Right_equals_Str_Empty
Cat_E2_P2_Right_equals_Str_Z0
Rev_P2_Right_equals_Str_Empty
P3_Left_equals_Str_Empty
E3_equals_Z0
P3_Right_equals_Str_Empty
Cat_E3_P3_Right_equals_Str_Z0
Len_P3_Right_equals_Zero
P4_Left_equals_Str_Empty
P4_Right_equals_Str_Z0
P5_Left_equals_Str_Empty
P5_Right_equals_Str_Z0

Figure 7: Only Solution (true Vars) for Formula in Figure 6

The solution gives the value of each program variable in each
state.  For example, the following variables are true in the wit-
ness: P0_Left_equals_Str_Empty, P0_Right_equals_Str_Z0,
P5_Left_equals_Str_Empty, and P5_Right_equals_Str_Z0.
This corresponds to a List input value of P = (< >, <Z0>) and an
output value of P = (< >, <Z0>).  The code is defective because



the output value as required by the specification is P = (<Z0>,
< >).   A problem with the code is identified here with a se-
verely restricted scope because the lengths of the left and right
strings resulting from the code and specification do not match.  
(If no satisfying assignments were found, the scopes would
have to be enlarged and the process repeated.)

A key benefit of the modular error detection approach is that i t
is relatively easy to debug the code from the given solution.
Based on the finding in Figure 7, especially with the help of a
tool to improve the presentation, the programmer of Reverse
can infer how to fix the code.  In particular, based on the input
that revealed a defect (P0), it is easy to see that the program is
erroneous when it is given a list P.Left = < > and P.Right =
<Z0>.  The assignment from the SAT solver gives the values of
each variable in each state, making it relatively easy to debug.

3.3 Effectiveness and Efficiency of DEET
DEET should need to deal with a large number of statements
only rarely, because it examines not just one component, but
only one component operation, at a time.  Still, to check scal-
ability in this dimension, we mechanically generated an error
hypothesis formula for a “synthetic” procedure body with
2000 statements, using operation specifications similar to the
ones given in the example [72].  The resulting formula in-
volved 6000 variables and twice as many conjuncts. The
solver found two solutions (witnesses to errors) in less than 2
seconds on a 1.2 MHz Athlon PC.

Much more experimentation is needed with this and other
solvers before we can reach any conclusions on the effective-
ness or efficiency of DEET.  There is significant potential for
further improvements to take advantage of the kinds of formu-
las that arise from the DEET process, including parallelization
and specialized computer algebra techniques.

4. OTHER RELATED WORK
The idea of error detection within a small “scope”—borrowed
by DEET from Alloy—differs from most related work in fun-
damental ways, as noted in [29, 37, 42, 77], and we summarize
only additional differences here.

The benefits of static analysis are widely acknowledged, even
more so recently as a result of the extensive work in model
checking research and industrial practice [10, 14, 36].  Though
model checking has its origins in hardware verification, an
impressive collection of results spans a spectrum of program-
ming languages and software systems.  Given that it i s
difficult to summarize even the most important work in this
area, we discuss only a representative sample.

Finite-state systems are the focus, though there have been
efforts to extend model checking to minimize the impact of
this inherent limitation (e.g., [5]).  Holzman has employed
SPIN to detect numerous bugs in the PathStar processing
system developed in C.  Java Pathfinder at NASA has been
used successfully to locate a variety of heap-related errors
[31].  To limit the search space, Bandera, a tool for analyzing
Java code, employs user-supplied abstractions [15, 58]
whereas  Smith et al. have described a system that assists in
property specification [74]. The fundamental difference be-
tween DEET and such uses of model checkers is in the way a
finite-state model of program execution is devised, i.e., by
combining Jackson’s small scope hypothesis with assertions

that arise from verification conditions that are generated from
the code and component contract specifications.

Symbolic execution of programs, where concrete inputs used
in testing are replaced with symbolic values to generate con-
straints between inputs and outputs, have been used for
debugging and testing [12, 45] and verification [19].  Early
work on symbolic execution was limited by its inability to
handle complex types, loops, and dynamic data structures.
Coen et al. have shown that symbolic execution can be useful
for verification of safety-critical properties in an industrial
setting, but this requires severe limitations to be placed on the
code [13].  More recently, using symbolic execution for model
checking, the SLAM project [1] has shown how to handle
recursive calls in C code.  Khurshid et al. have addressed prop-
erties of the heap and dynamic data structures [43].  Unlike
these efforts, whose focus is on verification, PREfix is a tool
based on symbolic execution for error detection [6].  While the
tool has been shown to reveal errors in large-scale C/C++
systems, it cannot handle properties such as invariants and i t
can produce false alarms.

With user-supplied loop invariants (similar to the DEET ap-
proach for handling loops), in [39] Jensen et a l . have
discussed how to prove heap-related properties and find coun-
terexamples.  Their program has been shown to be quite
effective in practice.  Their work differs from traditional
pointer analyses because they can answer more questions that
can be expressed as properties in first-order logic.  While this
work focuses on linear linked lists and tree structures, more
recently Moller and Schwartzbach have extended the results to
all data structures that can be expressed as “graph types” [53].
There is also significant work in shape analysis, including
recent work on parametric shape analysis that allows more
questions to be answered concerning heaps [62].  Ramalingam
et al. describe how to check client conformance with compo-
nent constraints [61] using abstract interpretation.  The goals
and methods of these related efforts are quite different from
ours because our focus is on the total correctness of compo-
nent-based software based on design-by-contract, not on
verifying heap properties.  

Ernst provides an overview of the complementary merits of
dynamic and static analysis approaches for error detection in
[24]. While the benefits of writing assertions and using them
to detect errors in software are widely known [26, 78], asser-
tion checking is especially useful in component-based
software development to detect contractual violations among
collaborating components [2, 8, 21, 27, 52].  Eiffel is among
the earliest systems to popularize runtime assertion checking
[52].  iContract, a contract-checking tool for Java programs,
has similar objectives [20].  Using an executable industrial-
strength specification language, AsmL, Barnett et al. describe a
system for dynamic checking [2].  Cheon and Leavens have
used JML for writing assertions and for runtime assertion
checking of component-based Java programs [7, 8, 9].  The
benefit of contract checking in commercial development of a
component-based C++ software system is described in [34].
Use of wrappers to separate contract-checking code from un-
derlying components is described in [21, 22].  However, run-
time checking is difficult to modularize, requires that imple-
mentations of not just the unit being checked but all reused
components be available, detects only errors that arise from
particular implementations rather than their contracts (so
substitutability bugs are not revealed), and requires manual
input selection—all problems that DEET avoids.



There is considerable work on making SAT solvers efficient.
But that work is orthogonal to DEET, which is intended to use
an off-the-shelf solver (i.e., based only on its functional speci-
fication).  Experimentation with different solvers for DEET is
necessary to develop an effective tool because of potentially
significant performance differences among solvers.

5. SUMMARY
The ultimate objective of formal verification techniques is to
prove that a piece of code (in our case, a software component)
is correct with respect to its specification.  Experience shows,
however, that before attempting to prove correctness, it i s
usually cost-effective to look for behavioral errors that can be
found by simpler means.  DEET is our first effort toward a
modular, static analysis approach for discovering errors of this
sort, including some that are not revealed by testing—which i s
the usual approach to finding code defects—or by existing
static analysis/checking tools.  Some aspects of the DEET
approach have been automated at the time of writing, and
others are work in progress.   
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