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Clustering 

Clustering: 
–  Unsupervised learning 

–  Requires data, but no labels 

–  Detect patterns e.g. in 
•  Group emails or search results 

•  Customer shopping patterns 

•  Regions of images 

–  Useful when don’t know what 
you’re looking for 

–  But: can get gibberish 



Clustering 
•  Basic idea: group together similar instances 
•  Example: 2D point patterns 
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Clustering 
•  Basic idea: group together similar instances 
•  Example: 2D point patterns 

•  What could “similar” mean? 
–  One option: small Euclidean distance (squared)  

–  Clustering results are crucially dependent on the measure of 
similarity (or distance) between “points” to be clustered 

dist(�x, �y) = ||�x− �y||22



Clustering algorithms 
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Clustering examples 

	
  Image	
  segmenta3on	
  
Goal:	
  Break	
  up	
  the	
  image	
  into	
  meaningful	
  or	
  
perceptually	
  similar	
  regions	
  

[Slide from James Hayes] 



Clustering examples 

9

Clustering gene

expression data

Eisen et al, PNAS 1998



K-Means 
•  An iterative clustering 

algorithm 

–  Initialize: Pick K random 
points as cluster centers 

– Alternate: 
1.  Assign data points to 

closest cluster center 
2.  Change the cluster 

center to the average 
of its assigned points 

– Stop when no points’ 
assignments change 



K-Means 
•  An iterative clustering 

algorithm 

–  Initialize: Pick K random 
points as cluster centers 

– Alternate: 
1.  Assign data points to 

closest cluster center 
2.  Change the cluster 

center to the average 
of its assigned points 

– Stop when no points’ 
assignments change 



K-­‐means	
  clustering:	
  Example	
  

•  Pick K random 
points as cluster 
centers (means) 

Shown here for K=2 

11 



K-­‐means	
  clustering:	
  Example	
  

Iterative Step 1 

•  Assign data points to 
closest cluster center 

12 



K-­‐means	
  clustering:	
  Example	
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Iterative Step 2 

•  Change the cluster 
center to the average of 
the assigned points 



K-­‐means	
  clustering:	
  Example	
  

•  Repeat	
  unDl	
  
convergence	
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  Example	
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ProperDes	
  of	
  K-­‐means	
  algorithm	
  

•  Guaranteed	
  to	
  converge	
  in	
  a	
  finite	
  number	
  of	
  
iteraDons	
  

•  Running	
  Dme	
  per	
  iteraDon:	
  
1.  Assign data points to closest cluster center 

O(KN) time 

2.  Change the cluster center to the average of its 
assigned points 

O(N)	
  



What	
  properDes	
  should	
  a	
  distance	
  
measure	
  have?	
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Example: K-Means for Segmentation 

K = 2 K = 3 K = 10 Original imageK=2 Original 
Goal of Segmentation is 
to partition an image 
into regions each of 
which has reasonably 
homogenous visual 
appearance. 



Example: K-Means for Segmentation 

K = 2 K = 3 K = 10 Original imageK=2 K=3 K=10 Original 



Example: K-Means for Segmentation 

K = 2 K = 3 K = 10 Original imageK=2 K=3 K=10 Original 

4% 8% 17% 



Example: Vector quantization 
514 14. Unsupervised Learning

FIGURE 14.9. Sir Ronald A. Fisher (1890 − 1962) was one of the founders
of modern day statistics, to whom we owe maximum-likelihood, sufficiency, and
many other fundamental concepts. The image on the left is a 1024×1024 grayscale
image at 8 bits per pixel. The center image is the result of 2× 2 block VQ, using
200 code vectors, with a compression rate of 1.9 bits/pixel. The right image uses
only four code vectors, with a compression rate of 0.50 bits/pixel

We see that the procedure is successful at grouping together samples of
the same cancer. In fact, the two breast cancers in the second cluster were
later found to be misdiagnosed and were melanomas that had metastasized.
However, K-means clustering has shortcomings in this application. For one,
it does not give a linear ordering of objects within a cluster: we have simply
listed them in alphabetic order above. Secondly, as the number of clusters
K is changed, the cluster memberships can change in arbitrary ways. That
is, with say four clusters, the clusters need not be nested within the three
clusters above. For these reasons, hierarchical clustering (described later),
is probably preferable for this application.

14.3.9 Vector Quantization

The K-means clustering algorithm represents a key tool in the apparently
unrelated area of image and signal compression, particularly in vector quan-
tization or VQ (Gersho and Gray, 1992). The left image in Figure 14.92 is a
digitized photograph of a famous statistician, Sir Ronald Fisher. It consists
of 1024× 1024 pixels, where each pixel is a grayscale value ranging from 0
to 255, and hence requires 8 bits of storage per pixel. The entire image oc-
cupies 1 megabyte of storage. The center image is a VQ-compressed version
of the left panel, and requires 0.239 of the storage (at some loss in quality).
The right image is compressed even more, and requires only 0.0625 of the
storage (at a considerable loss in quality).

The version of VQ implemented here first breaks the image into small
blocks, in this case 2×2 blocks of pixels. Each of the 512×512 blocks of four

2This example was prepared by Maya Gupta.

[Figure from Hastie et al. book] 



Initialization 

•  K-means algorithm is a 
heuristic 
–  Requires initial means 
–  It does matter what you pick! 

–  What can go wrong? 

–  Various schemes for preventing 
this kind of thing: variance-based 
split / merge, initialization 
heuristics 



K-Means Getting Stuck 

A local optimum: 

Would be better to have 
one cluster here 

… and two clusters here 



K-means not able to properly cluster 

X 

Y 



Changing the features (distance function) 
can help 

θ 

R 



Agglomerative Clustering 
•  Agglomerative clustering: 

–  First merge very similar instances 
–  Incrementally build larger clusters out 

of smaller clusters 

•  Algorithm: 
–  Maintain a set of clusters 
–  Initially, each instance in its own 

cluster 
–  Repeat: 

•  Pick the two closest clusters 
•  Merge them into a new cluster 
•  Stop when there’s only one cluster left 

•  Produces not one clustering, but a 
family of clusterings represented 
by a dendrogram 



Agglomerative Clustering 
•  How should we define “closest” for clusters 

with multiple elements? 



Agglomerative Clustering 
•  How should we define “closest” for clusters 

with multiple elements? 

•  Many options: 
–  Closest pair          

 (single-link clustering) 
–  Farthest pair         

 (complete-link clustering) 
–  Average of all pairs 

•  Different choices create                        
different clustering behaviors 



Agglomerative Clustering 
•  How should we define “closest” for clusters 

with multiple elements? 

Farthest pair 
(complete-link clustering) 

Closest pair  
(single-link clustering) Single Link Example

1 2

3 4

5 6

7 8

Complete Link Example

1 2

3 4

5 6

7 8

[Pictures from Thorsten Joachims] 



Clustering	
  Behavior	
  
Average 

Mouse tumor data from [Hastie et al.] 

Farthest Nearest 



Agglomerative Clustering Questions 

•  Will agglomerative clustering converge? 
–  To a global optimum? 

•  Will it always find the true patterns in the data? 

•  Do people ever use it? 

•  How many clusters to pick? 



Reconsidering	
  “hard	
  assignments”?	
  

•  Clusters	
  may	
  overlap	
  
•  Some	
  clusters	
  may	
  be	
  
“wider”	
  than	
  others	
  

•  Distances	
  can	
  be	
  
deceiving!	
  



Extra	
  

•  K-­‐means	
  Applets:	
  
– hOp://home.dei.polimi.it/maOeucc/Clustering/
tutorial_html/AppletKM.html	
  

– hOp://www.cs.washington.edu/research/
imagedatabase/demo/kmcluster/	
  


