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Administrative details

• Correction of the midterm exam
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Credits

• Some slides comes directly from:
• Yosesh Rawat

• Andrew Ng
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Robot Vision
17. Introduction to Deep Learning II
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Outline

• Fully connected Neural network
• Activation functions:

• Forward and backward

• Back propagation
• Network definitions
• Initialization
• Training

• Hyper parameters
• Gradient updates: RMS prop, 

• Amount of training data

• Batch normalization

• Dataset
• Train set, test set, validation set

• Bias and variance

• Implementation network to solve digit identification
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CONFIDENTIAL

Fully connected 
networks: The math
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Fully connected Neural network

• A deep network is a neural network with many layers

• A neuron in a linear function followed for an activation function

• Activation function must be non-linear

• A loss function measures how close is the created function (network) from 
a desired output

• The “training” is the process of find parameters (‘weights’) that reduces the 
loss functions

• Updating the weights as                              reduces the loss

• An algorithm named back-propagation allows to compute 
𝑑𝐽

𝑑𝑊
for all the 

weights of the network in 2 steps:  1 forward, 1 backward

A REVIEW

𝑤𝑛𝑒𝑤 = 𝑤𝑝𝑟𝑒𝑣 − 𝛼
𝑑𝐽

𝑑𝑊



A Neuron
A REVIEW

𝑧 = 𝑤𝑇𝑥 𝑦 = 𝑓 𝑧 = 𝑓(𝑤𝑇𝑥)

𝑥 = [𝑥1, 𝑥2, 𝑥3, 1]



How to minimize a function ?
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IN OUR CASE THE LOSS FUNCTION

𝑤𝑛𝑒𝑤 = 𝑤𝑝𝑟𝑒𝑣 − 𝛼
𝑑𝐽

𝑑𝑊

Repeat until there is almost not change

HOW TO COMPUTE 
THIS GRADIENT?
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Gradient Descent
• The gradient is the direction of fastest increase in J(X)

• Updating the weights as                              reduces the loss
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𝑤𝑛𝑒𝑤 = 𝑤𝑝𝑟𝑒𝑣 − 𝛼
𝑑𝐽

𝑑𝑊

gradientLearning rate
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https://www.cs.cmu.edu/~bhiksha/courses/deeplearning/Fall.201
5/

https://www.cs.cmu.edu/~bhiksha/courses/deeplearning/Fall.2015/
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How to minimize a function ?
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IN OUR CASE THE LOSS FUNCTION

𝑤𝑛𝑒𝑤 = 𝑤𝑝𝑟𝑒𝑣 − 𝛼
𝑑𝐽

𝑑𝑊

Repeat until there is almost not change

HOW TO COMPUTE 
THIS GRADIENT?
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𝑑𝐷𝑖𝑣

𝑑𝑦𝑖
= 𝑦𝑡 − 𝑑𝑡

𝐷𝑖𝑣 =
1

2
𝑦𝑡 − 𝑑𝑡

2

Example: L2
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𝑑𝐷𝑖𝑣

𝑑𝑦𝑖
= 𝑦𝑡 − 𝑑𝑡

𝐷𝑖𝑣 =
1

2
𝑦𝑡 − 𝑑𝑡

2
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𝑦𝑖
[𝑁]

= 𝑓(𝑧𝑖
[𝑁]
)

𝜕𝑦𝑖
𝑁

𝜕𝑧𝑖
[𝑁]

= 𝑓[𝑁]′(𝑧𝑖
[𝑁]
)
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𝑧 = 𝑤𝑇𝑥

But In this case the input is
the output from previous layer 

𝑧𝑗
[𝑁]

= 𝑤𝑇𝑦𝑖
[𝑁−1]
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Exercise
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𝑥1
𝑥2 ො𝑦

0.3

0.6

-0.31.1
-0.4

0.4

logistic

tanh

0.9

0.3

𝐷𝑖𝑣 =
ෝ𝑦𝑖 − 𝑦𝑖

2

2

?
ෝ𝑦𝑖 − 𝑦𝑖

Expected output: 1
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A real example
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Digit classification
• MNIST dataset:

• 70000 grayscale images of 
digits scanned. 

• 60000 for training

• 10000 for testing

• Loss function

47

28

28

𝐽2(𝑤) =
1

𝑚
෍

𝑡𝑟𝑎𝑖𝑛

ෝ𝑦𝑖 − 𝑦𝑖
2



Digit classification
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A look in the code

• To run this code do:
• import network

• net = network.Network([784, 30, 10])

• net.SGD(training_data, 30, 10, 3.0, test_data=test_data)
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A look in code
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A look in code
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A look in the code
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random  Initialization

Feed forward ‘a’ thru all the layers

A Epoch is when all the training data has been used to update weights

A minibatch is a subset of all the data used to obtain a 
‘quick’ weight updates 

If there is test data perform evaluation



A look in the code
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Add errors from all the training data from the mini-batch

Update the weights



references

• http://neuralnetworksanddeeplearning.com/chap1.html

• https://www.cs.cmu.edu/~bhiksha/courses/deeplearning/Fall.2015/
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http://neuralnetworksanddeeplearning.com/chap1.html
https://www.cs.cmu.edu/~bhiksha/courses/deeplearning/Fall.2015/
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Questions?


