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Administrative details

• Issues submitting homework
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Credits

• Some slides comes directly from:
• Ross B. Girshick

• Pedro F. Felzenszwalb
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Short Review 
from last class
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Object detection

• Multiple outputs
• Bounding box

• Label

• Score
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Terms

Recall
Precision
mAP
IoU

Possible detection
Bounding box
Label
score

Average precision (AP): Area under curve
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Sliding Window Technique

• Score every subwindow
• extract features from the image window

• classifier decides based on the given features.

• It is a brute-force approach
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Dalal & Triggs, CVPR 2005

• Histogram of oriented 

gradients (HoG): Map each 

grid cell in the input window to 

a histogram counting the 

gradients per orientation.

• Train a linear SVM using 

training set of pedestrian vs. 

non-pedestrian windows.

Person detection
with HoG’s & linear SVM’s (so far)



Support vector machines
• Find hyperplane that maximizes the margin between the positive and 

negative examples
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C. Burges, A Tutorial on Support Vector Machines for Pattern Recognition,  Data Mining and 
Knowledge Discovery, 1998 
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Therefore, the margin is  2 / ||w||

http://www.umiacs.umd.edu/~joseph/support-vector-machines4.pdf


SVMs: Pros and cons

• Pros
• Kernel-based framework is very powerful, flexible

• Training is convex optimization, globally optimal 
solution can be found

• Amenable to theoretical analysis

• SVMs work very well in practice, even with very small 
training sample sizes

• Cons
• No “direct” multi-class SVM, must combine two-class 

SVMs (e.g., with one-vs-others)

• Computation, memory (esp. for nonlinear SVMs)



The Dalal & Triggs detector
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1. Compute HOG of the whole image
at multiple resolutions!

2. Score every window of the feature 
pyramidp

𝑠𝑐𝑜𝑟𝑒 𝐼, 𝑝 = 𝑤 ∙ 𝜙(𝐼, 𝑝)

FROM 
TRAINING

3. Apply non-maximal 
suppression (NMS)



Robot Vision
14. Object detection II
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Outline

• Overview: What is Object detection?

• Top methods for object detection

• Object detection with Sliding Window and Feature Extraction(HoG)
• Sliding Window technique
• HOG: Gradient based Features
• Machine Learning

• Support Vector Machine (SVM)

• Non-Maximum Suppression (NMS)

• Implementation examples

• Deformable Part-based Model (DPM)
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Motivation

• Problem: Detecting and localizing generic objects from categories 
(e.g. people, cars, etc.) in static images.

• Issues to overcome:
• Changes in illumination or viewpoint

• Non-rigid deformations, e.g. pose

• Intraclass variability, e.g. types of cars
15



Previous Works

Dalal & Triggs ‘05
• Histogram of Oriented Gradients 

(HOG)
• Support Vector Machines (SVM) 

Training
• Sliding window detection

Fischler & Elschlager ‘73

• Pictorial structures
• Weak appearance models
• Non-Discriminative training

Felzenszwalb & Huttenlocher ‘00

Original Image Histogram of Oriented Gradients Pictorial Structures Model of a Face
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Object Detection with 
Histogram of Oriented 
gradients

• Combine HOG and Linear SVM

• Detects objects using weighted HOG 
filters

• Inspect both positive and negative 
weighted results

• Human or not? 

Original Image Extracted Gradient Positive Weights Negative Weights
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Successful detection method

• Joint winner in 2009 Pascal VOC challenge with the Oxford Method.

• Award of "lifetime achievement“ in 2010.

• Mixture of deformable part models

• Each component has global template + deformable parts
• HOG feature templates

• Fully trained from bounding boxes alone
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Key idea

• Port the success of Dalal & Triggs into a part-based model 
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MODELS

Deformable Part Models (DPM)

Matching

Mixture Models
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Deformable Part Models (DPM)

• Represent object by several parts

• Model is deformable, i.e. parts can move independently of each other

• Parts are “punished” for being far away from their origin
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DPM Idea
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The Dalal & Triggs detector
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1. Compute HOG of the whole image
at multiple resolutions

2. Score every window of the feature 
pyramidp

𝑠𝑐𝑜𝑟𝑒 𝐼, 𝑝 = 𝑤 ∙ 𝜙(𝐼, 𝑝)

FROM 
TRAINING

3. Apply non-maximal 
suppression (NMS)
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Deformable Part Models (DPM)

• Model has a root filter FO and n part models represented by (Fi,vi,di)

• Fi  is the i-th part filter

• vi is the is the origin of the i-th part relative to the root

• di  is the deformation parameter

27

Coarse Filter High-res Part Filter Deformation models
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Deformable Part Models (DPM)

29

𝑠𝑐𝑜𝑟𝑒 𝑝𝑜, … , 𝑝𝑛 = ෍

𝑖=0

𝑛

𝐹′𝑖 ∙ 𝜙 𝐻, 𝑝𝑖 −෍

𝑖=1

𝑛

𝑑𝑖 ∙ 𝜙𝑑 𝑑𝑥𝑖 , 𝑑𝑦𝑖 + 𝑏

Filters Feature of 
subwindow at 
location pi

Deformation 
Parameters

Displacement of 
part i

Bias

𝑠𝑐𝑜𝑟𝑒 𝑧 = 𝛽 ∙ 𝜓(𝐻, 𝑧)

𝛽 = (𝐹0, … , 𝐹𝑛, 𝑑1, … , 𝑑𝑛, 𝑏)

𝜓 𝐻, 𝑧 = (𝜙 𝐻, 𝑝0 , … , ϕ 𝐻, 𝑝𝑛 , −𝜙 𝑑𝑥1, 𝑑𝑦1 , … , −𝜙 𝑑𝑥𝑛, 𝑑𝑦𝑛 , 1)

• Score of hypothesis z…

• Unknown…

• Known…



Deformable Part Models (DPM)

30

Filters
Feature of 
subwindow at 
location pi

Deformation 
Parameters

Displacement of 
part i

Bias𝑠𝑐𝑜𝑟𝑒 𝑝𝑜, … , 𝑝𝑛 = ෍

𝑖=0

𝑛

𝐹′𝑖 ∙ 𝜙 𝐻, 𝑝𝑖 −෍

𝑖=1

𝑛

𝑑𝑖 ∙ 𝜙𝑑 𝑑𝑥𝑖 , 𝑑𝑦𝑖 + 𝑏

Spatial infoData term

𝑑𝑖 = (0,0,1,1) 𝜙𝑑 𝑑𝑥, 𝑑𝑦 = (𝑑𝑥, 𝑑𝑦, 𝑑𝑥2, 𝑑𝑦2)• Initial condition: • Displacement Function:



Matching
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• The overall score of a root location is computed according to the best possible placement of parts

• High scoring root locations define detections

• High scoring part roots define object hypothesis

𝑠𝑐𝑜𝑟𝑒 𝑝0 = max
𝑝1,…,𝑝𝑛

𝑠𝑐𝑜𝑟𝑒(𝑝0, … , 𝑝𝑛)
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Mixture Models
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• Modelling for objects is done using 

multiple orientations

• Models subject to translation and rotation 

around the axis perpendicular to the page
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Results (PASCAL VOC 2008)

• Seven total systems competed
• DPM placed first in 7/20 

categories
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DPM learnt models
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Results
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Results
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Effects of multiple models + parts
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Questions?


