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ABSTRACT 

Deep neural networks (DNNs) and other types of deep learning architectures have been hugely 

successful in a large number of applications. In contrast, kernel methods, which were 

exceedingly popular, have become lackluster.  The crippling obstacle is the computational 

complexity of those methods.  Nonetheless, there has been a recently resurgent interest in them. 

In particular, several research groups have studied how to scale kernel methods to cope with 

large-scale learning problems.   

Despite those progresses, there has not been a systematic and  head-on comparison between 

kernel methods and DNNs. Specifically, while recent approaches have shown exciting 

promises, we are still left with at least one itching question unanswered: can kernel methods, 

after being scaled up for large-scale datasets,  truly match DNNs’ performance?  

In this talk, I will describe our efforts in (partially) answering that question. I will present 

extensive empirical studies of comparing kernel methods and DNNs for automatic speech 

recognition, a key field to which DNNs have been applied. Our investigative studies highlight 

the similarity and difference of those two paradigms. I will leave our main conclusion out as a 

teaser to this talk. 
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