
The fascinaƟon of emoƟons has intrigued research in many diverse areas including neuroscience, engineering, psychology, and behav-
ioral science. Human behavior, such as vocal cues, facial expressions, and body gestures, is an essenƟal component of the intrinsic 
structure of emoƟons. QuanƟtaƟvely understanding and modeling the expressive behavior of emoƟons can both analyƟcally and com-
putaƟonally benefit the design of socially intelligent mulƟmodal systems in a variety of applicaƟons such as healthcare, educaƟon, 
entertainment, and beyond. 

 

In this talk, I will describe our efforts on computaƟonally modeling the mulƟmodal behavioral informaƟcs of emoƟons from three per-
specƟves: 1) developing a mathemaƟcal gesture representaƟon that is interpretable of emoƟons; 2) uncovering emoƟonal effects on 
the dynamic interplay across mulƟmodal behavior; 3) predicƟvely generaƟng body language based on interpersonal coordinaƟon in 
human communicaƟon. I will conclude with the plans of my future research .  
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