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1.
Let set A be recursive, B be re non-recursive and C be non-re. Choosing from among (REC) recursive, (RE) re non-recursive, (NR) non-re, categorize the set D in each of a) through d) by listing all possible categories. No justification is required.

a.)
D = ~C











b.)
D ( (A( C)











c.)
D = ~B
 











d.)
D = B ( A












2.
Prove that the Halting Problem (the set K0 ) is not recursive (decidable) within any formal model of computation. (Hint: A diagonalization proof is required here.) 


3.
Using reduction from the known undecidable HasZero, HZ = { f | (x f(x) = 0 }, show the non-recursiveness (undecidability) of the problem to decide if an arbitrary primitive recursive function g has the property IsZero, Z = { f | (x f(x) = 0 }.


4.
Choosing from among (D) decidable, (U) undecidable, (?) unknown, categorize each of the following decision problems. No proofs are required. 

	Problem / Language Class
	Regular
	Context Free
	Context Sensitive

	L = (* ?
	
	
	

	L = ( ?
	
	
	

	L = L2 ?
	
	
	

	x  ( L2, for arbitrary x ?
	
	
	



5.
Use PCP to show the undecidability of the problem to determine if the intersection of two context free languages is non-empty. That is, show how to create two grammars GA and GB based on some instance P = <<x1,x2,…,xn>, <y1,y2,…,yn>> of PCP, such that L(GA) ( L(GB) ( ( iff P has a solution. Assume that P is over the alphabet (.You should discuss what languages your grammars produce and why this is relevant, but no formal proof is required.


6.
Consider the set of indices CONSTANT = { f | (K (y [ (f(y) = K ] }. Use Rice’s Theorem to show that CONSTANT is not recursive. Hint: There are two properties that must be demonstrated.


7.
Show that CONSTANT (m TOT, where TOT = { f | (y (f(y)( }.


8.
Why does Rice’s Theorem have nothing to say about each of the following? Explain by showing some condition of Rice’s Theorem that is not met by the stated property. 



a.) AT-LEAST-LINEAR = { f | (y (f(y) converges in no fewer than y steps }.



b.) HAS-IMPOSTER = { f | ( g [ g≠f  and (y [ (g(y) = (f(y) ] ] }.


9.
The trace language of a computational device like a Turing Machine is a language of the form
Trace = { C1#C2# … Cn#  |  Ci ( Ci+1, 1 ( i ( n }
Trace is Context Sensitive, non-Context Free. Actually, a trace language typically has every other configuration word reversed, but the concept is the same. Oddly, the complement of such a trace is Context Free. Explain what makes its complement a CFL. In other words, describe the characteristics of this complement and why these characteristics are amenable to a CFG description. 

10.
We described the proof that 3SAT is polynomial reducible to Subset-Sum. 

a.) Describe Subset-Sum
b.) Show that Subset-Sum is in NP
c.) Assuming a 3SAT expression (a + ~b + c) (~a + b + ~c), fill in the upper right part of the reduction from 3SAT to Subset-Sum.

	
	a
	b
	c
	a + ~b + c
	~a + b + ~c

	a
	1
	
	
	
	

	~a
	1
	
	
	
	

	b
	
	1
	
	
	

	~b
	
	1
	
	
	

	c
	
	
	1
	
	

	~c
	
	
	1
	
	

	C1
	
	
	
	1
	

	C1’
	
	
	
	1
	

	C2
	
	
	
	
	1

	C2’
	
	
	
	
	1

	
	1
	1
	1
	3
	3



11. Consider the decision problem asking if there is a coloring of a graph with at most k colors, and the optimization version which asks what is the minimum coloring number of a graph. You can reduce in both directions. So, do that. Make sure you carefully explain for each direction just what it is that you are proving.

