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Abstract

Approximating the graph diameter is a basic task of both theoretical and practical interest. A simple
folklore algorithm can output a 2-approximation to the diameter in linear time by running BFS from an
arbitrary vertex. It has been open whether a better approximation is possible in near-linear time. A series
of papers on fine-grained complexity have led to strong hardness results for diameter in directed graphs,
culminating in a recent tradeoff curve independently discovered by [Li, STOC’21] and [Dalirrooyfard
and Wein, STOC’21], showing that under the Strong Exponential Time Hypothesis (SETH), for any
integer k ≥ 2 and δ > 0, a 2 − 1

k − δ approximation for diameter in directed m-edge graphs requires
mn1+1/(k−1)−o(1) time. In particular, the simple linear time 2-approximation algorithm is optimal for
directed graphs.

In this paper we prove that the same tradeoff lower bound curve is possible for undirected graphs
as well, extending results of [Roditty and Vassilevska W., STOC’13], [Li’20] and [Bonnet, ICALP’21]
who proved the first few cases of the curve, k = 2, 3 and 4, respectively. Our result shows in particular
that the simple linear time 2-approximation algorithm is also optimal for undirected graphs. To obtain
our result we develop new tools for fine-grained reductions that could be useful for proving SETH-based
hardness for other problems in undirected graphs related to distance computation.
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1 Introduction

One of the most basic graph parameters, the diameter is the largest of the shortest paths distances be-
tween pairs of vertices in the graph. Estimating the graph diameter is important in many applications (see
e.g. [CGLM12, TK11, MLH09]. For instance, the diameter measures how fast information spreads in
networks, which is central for paradigms such as distributed and sublinear algorithms.

The fastest known algorithms for computing the diameter of an n-node, m-edge graph with nonnegative
edge weights solve All-Pairs Shortest Paths (APSP) and run inO(min{mn+n2 log log n, n3/exp(

√
log n)})

time [Pet04, Wil18]. For unweighted graphs one can use fast matrix multiplication [Vas12, Le 14, AV21,
Sei95, AGM97] and solve the problem in O(n2.373) time.

Any algorithm that solves APSP naturally needs n2 time, just to output the n2 distances. Meanwhile,
the diameter is a single number, and it is apriori unclear why one would need n2 time, especially in sparse
graphs, for which m ≤ n1+o(1).

There is a linear time folklore algorithm that is guaranteed to return an estimate D̂ for the diameter D
so that D/2 ≤ D̂ ≤ D, a so called 2-approximation. The algorithm picks an arbitrary vertex and runs BFS
from it, returning the largest distance found. The same idea achieves a near-linear time 2-approximation
in directed and nonnegatively weighted graphs by replacing BFS with Dijkstra’s algorithm to and from the
vertex.

Roditty and Vassilevska W. [RV13], following Aingworth, Chekuri, Indyk and Motwani [ACIM99],
designed a 3/2-approximation algorithm running in Õ(m

√
n) time, for the case when the diameter is divis-

ible by 3, and with an additional small additive error if it is not divisible by 3. Chechik, Larkin, Roditty,
Schoenebeck, Tarjan and Vassilevska W. [CLR+14] gave a variant of the algorithm that runs in Õ(m3/2)
time and always achieves a 3/2-approximation (with no additive error). These algorithms work for directed
or undirected graphs with nonnegative edge weights.

Cairo, Grossi and Rizzi [CGR16] extended the techniques of [RV13] and developed an approximation
scheme that for every integer k ≥ 0, achieves an “almost” 2−1/2k-approximation (i.e. it has an extra small
additive error, similar to [RV13]) and runs in Õ(mn1/(k+1)) time. The scheme only works for undirected
graphs, however.

These are all the known approximation algorithms for the diameter problem in arbitrary graphs: the
scheme of [CGR16, RV13] for undirected graphs, and the three algorithms for directed graphs: the exact
Õ(mn) time algorithm using APSP, the Õ(m) time 2-approximation and the 3/2-approximation algorithms
of [RV13, CLR+14]. In Figure 1 the known algorithms are represented as purple and pink points.

A sequence of works [RV13, BRS+18, Li20, Bon21b, Li21, DW21, Bon21a] provided lower bounds
for diameter approximation, based on the Strong Exponential Time Hypothesis (SETH) [IP01, CIP10] that
CNF-SAT on n variables and O(n) clauses requires 2n−o(n) time. The first such lower bound by [RV13]
showed that any 3/2 − ε approximation to the diameter of a directed or undirected unweighted graph for
ε > 0, running in O(m2−δ) time for δ > 0, would refute SETH, and hence the [RV13] 3/2-approximation
algorithm has a (conditionally) optimal approximation ratio for a subquadratic time algorithm for diam-
eter. Later, Backurs, Roditty, Segal, Vassilevska W. and Wein [BRS+18] showed that under SETH, any
O(m3/2−δ) time algorithm can at best achieve a 1.6-approximation to the diameter of an undirected un-
weighted graph. Thus, the [RV13] 3/2-approximation algorithm has a (conditionally) optimal running time
for a (1.6− ε)-approximation algorithm.

Following work of Li [Li20] and Bonnet [Bon21b], Li [Li21] and independently Dalirrooyfard and Wein
[DW21], provided a scheme of tradeoff lower bounds for diameter in directed graphs. They showed that
under SETH, for every integer k ≥ 2, a (2−1/k−ε)-approximation algorithm for ε > 0 for the diameter in
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Figure 1: Hardness results for Diameter (in undirected graphs). The x-axis is the approximation factor and
the y-axis is the runtime exponent. Black lines represent lower bounds. Purple dots represent algorithms, and
pink dots represent algorithms that also lose an additive factor. The red region represents new approximation
ratio vs. runtime tradeoffs that are unachievable (under SETH) in light of this work. In [BRS+18], the
labeled lower bound was proved for weighted graphs, and in unweighted graphs they proved a weaker lower
bound that a 1.6− ε approximation needs m3/2−o(1) time.

m-edge directed graphs, requires at least m1+1/(k−1)−o(1) time. Thus in particular, under SETH, the linear
time 2-approximation algorithm for diameter is optimal for directed graphs.

For undirected graphs, however, only three conditional lower bounds are known: the m2−o(1) [RV13]
lower bound for (3/2− ε)-approximation, the m3/2−o(1) [Li20] lower bound for (5/3− ε)-approximation,
and the m4/3−o(1) [Bon21a] lower bound for (7/4− ε)-approximation (see Figure 1).

The tradeoff lower bounds for directed diameter of [DW21] and [Li21] crucially exploited the directions
of the edges. One might think that one can simply replace the directed edges with undirected gadgets.
However, this does not seem possible. A very high level reason is that the triangle inequality in undirected
graphs can be used in both directions. The directed edges in the prior constructions were used to make
sure that some pairs of vertices have short paths between them, while leaving the possibility of having large
distances between other pairs. If undirected edges (or even gadgets) are used instead however, the triangle
inequality implies short paths for pairs of vertices that the construction wants to avoid. A short path from u
to v and a short path from x to v does imply a short path from u to x in undirected graphs, but not in directed
graphs. This simple reason is basically why no simple extensions of the results of [DW21] and [Li21] to
undirected graphs seem to work. (See Section 4 for more about this.)

The fact that the triangle inequality can be used in both directions in undirected graphs, makes it difficult
to extend the lower bound constructions to undirected graphs, but it also seems to make more algorithmic
tradeoffs possible for undirected than for directed graphs, as evident from the Cairo, Grossi, Rizzi [CGR16]
algorithms. It thus seems possible that a better than 2 approximation algorithm running in linear time could
be possible for undirected graphs.

The main result of this paper is a delicate construction that achieves the same tradeoff lower bounds for
diameter in undirected graphs as the ones in directed graphs, thus showing that undirected diameter is just
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as hard. Namely:

Theorem 1.1. Assuming SETH, for all integers k ≥ 2, for all ε > 0, a (2 − 1
k − ε)-approximation of

Diameter in unweighted, undirected graphs on m edges requires m1+1/(k−1)−o(1) time.

Theorem 1.1 was proved previously for k = 2 [RV13], k = 3 [BRS+18, Li20], and k = 4 [Bon21a].
The theorem is stated in terms of the number of edges m; our lower bound constructions are for the special
case when m = n1+o(1) (i.e. very sparse graphs).

The main consequence of our theorem is that under SETH, there can be no better near-linear time
approximation algorithm for undirected unweighted diameter than the simple 2-approximation algorithm
that runs BFS from an arbitrary vertex.

Outline In Section 2, we give some preliminaries for our construction. In Section 3 we show how to prove
Theorem 1.1 for small cases k = 4 and k = 5 to illustrate some of our ideas. We (re)prove Theorem 1.1 for
k = 4, giving a simplified proof of Bonnet’s result, and show how the proof can be modified to give a proof
for k = 5. The full proof for k = 5 is deferred to Appendix A. In Section 4, we highlight some of the ideas
in the construction. Afterwards, we prove our formal results. In Section 5, we prove Theorem 1.1 in full
generality.

2 Preliminaries

For a positive integer a, let [a] = {1, 2, . . . , a}.
k-OV. A k-OV instance Φ is a setA ⊆ {0, 1}d of n binary vectors of dimension d = θ(log n) and the k-OV
problem asks if we can find k vectors a1, . . . , ak ∈ A such that they are orthogonal, i.e. a1 · . . . ·ak = 0. The
k-OV Hypothesis says that solving k-OV requires nk−o(1) time, and it is implied by SETH [Wil04, Wil05].

Now we give the definitions that we use for our construction. At a very high level, we are going to start
from a k-OV instance and create a diameter instance. To do so, we are going to make a graph where each
node is a “configuration”, which we are going to define later. Each configuration consists of a number of
“stacks”, where each stack has some of the vectors of the k-OV instance. There are relationships between
different stacks in a configuration, and we define those relationships using “coordinate arrays”. Below we
define these notions more formally.

Stacks. Given a k-OV instanceA ⊂ {0, 1}d, we make the following definitions. A stack S = (a1, . . . , a|S|)
is a vector of elements of A whose length |S| is a nonnegative integer. Denote a1 as the bottom element
of the stack and a|S| as the top element of the stack. We let () denote the empty stack, i.e., a stack with 0
vectors. Given a stack S = (a1, . . . , a`), a substack S≤`′ = (a1, . . . , a`′) is given by the bottom `′ vectors
of S, where `′ ≤ `. We call these tuples stacks, because of the following operations. The stack popped(S)
is the stack (a1, . . . , a`−1), i.e., the stack S with the top element removed. For a vector b ∈ A and a stack
S = (a1, . . . , a`), the stack S + b is the stack S + b = (a1, . . . , a`, b). The use of stacks as a primitive in
our construction is motivated in Section 4.

Coordinate arrays.

Definition 2.1. A k-coordinate-array x is an element of [d]k−1.

In the reduction from k-OV, we only consider k-coordinate arrays, so we omit k when it is understood.
For a k-coordinate array x ∈ [d]k−1 and an integer ` ∈ [k − 1], let x[`] denote the `th coordinate in the
coordinate array x. Also for a coordinate c and a vector a ∈ A, a[c] is the cth coordinate of a. We index
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x[1] x[2] x[3]

a1 1 1 1
a2 1 1
a3 1

x[1] x[2] x[3]

a1 1 1 1
a2 1 1
a3 1

x[1] x[2] x[3]

a1 1 1 1
a2 1 1

x[1] x[2] x[3]

a1 1 1 1
a2 1 1

Table 1: In each of the above, x = (x[1], x[2], x[3]) is a 4-coordinate array. The left two tables depict that
stack (a1, a2, a3) satisfies x, and the right two tables depict that stack (a1, a2) satisfies x.

coordinate arrays by x[`] and vectors in A by a[c], rather than x` and ac (respectively), for clarity. For a
set of non-orthogonal vectors {a1, . . . , as} for s ≤ k, let ind(a1, . . . , as) return a coordinate c such that
ai[c] = 1 for all i = 1, . . . , s.

Definition 2.2 (Stacks satisfying coordinate arrays). Let S = (a1, . . . , as) be a stack where |S| ≤ k−1, and
let x ∈ [d]k−1 be a k-coordinate array. We say that S satisfies x if there exists sets [k − 1] = I1 ⊃ · · · ⊃ Is
such that, for all h = 1, . . . , s, we have |Ih| = k − h and ah[x[i]] = 1 for all i ∈ Ih.

Lemma 2.3. If stack S satisfies a coordinate array x, then any substack of S satisfies x as well.

Proof. This follows from the definition of satisfiability. �

Lemma 2.4. Let S = (a1, . . . , a|S|) and S′ = (b1, . . . , b|S′|) be stacks, each with at most k−1 vectors from
A, the k-OV instance, such that any k vectors from among a1, . . . , a|S|, b1, . . . , b|S′| are not orthogonal.
Then there exists a coordinate array x such that S and S′ both satisfy x.

Proof. By Lemma 2.3, it suffices to prove this in the case that |S| = |S′| = k−1. Then S = (a1, . . . , ak−1)
and S′ = (b1, . . . , bk−1). Let x[`] = ind(a1, . . . , ak−`, b1, . . . , b`). Then for all h = 1, . . . , k − 1, we
have ah[x[`]] = 1 for ` ≤ k − h, so S satisfies x with sets Ih = {1, . . . , k − h}. Additionally, for all
h = 1, . . . , k− 1, we have bh[x[`]] = 1 for ` = h, . . . , k− 1 so S′ satisfies x with sets Ih = {h, . . . , k− 1}.
Hence, both S and S′ satisfy x. �

Lemma 2.5. Let a1, . . . , ak be k orthogonal vectors. Suppose that j is an index, x is a coordinate array
and S = (a1, . . . , aj) and S′ = (ak, . . . , aj+1) are two stacks. Then stacks S and S′ cannot satisfy x
simultaneously.

Proof. Suppose for contradiction that S and S′ both satisfy x. Let [k − 1] = I1 ⊃ I2 ⊃ · · · ⊃ Ij be
the sets showing that stack S satisfies coordinate array x, and let [k − 1] = Ik ⊃ · · · ⊃ Ij+1 be the sets
showing that stack S′ satisfies coordinate array x. Here, Ij has size k − j and Ij+1 has size j. We have
|Ij ∩ Ij+1| = |Ij |+ |Ij+1| − |Ij ∪ Ij+1| = k − |Ij ∪ Ij+1| > 0. Then I1 ∩ I2 ∩ · · · ∩ Ik = Ij ∩ Ij+1 6= ∅,
so there exists some i ∈ I1 ∩ · · · ∩ Ik. For this i, we have a1[x[i]] = a2[x[i]] = · · · = ak[x[i]] = 1, so
a1, . . . , ak are not orthogonal, a contradiction. Thus, stacks S and S′ cannot satisfy x simultaneously. �

3 Main theorem for k = 4

In this section, we prove Theorem 1.1 for k = 4. Theorem 1.1 for k = 4 was previously proven by Bon-
net [Bon21a]. Here we present a simpler proof that also illustrates some ideas in our general construction.
Furthermore, our construction for k = 4 can be easily modified to give a hardness construction that proves
Theorem 1.1 for k = 5. We point out how this can be done in the k = 4 construction below. Since the
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({(a), (d)}, x, y)L2

({(a), (d′)}, x, y)L2
({(a′), (d)}, x, y)L2

({(a), (d)}, x′, y′)L2

({(a, b), ()}, x′, y′)L2
({(a, b), ()}, x, y)L2

(a, b, c)L1L1

L2 ({(a), (a′)}, x, x)L2

({(a, b), ()}, x, x)L2

(a, b, c)L1

({(a′, b′), ()}, x, x)

(a′, b′, c′)L1

({(a, b), ()}, x, y)L2

({(a), (a′)}, x, y)L2

({(a), (d′)}, x, y)L2

({(a), (d′)}, x′, y′)L2

(i) (ii)

Figure 2: (i) 4-OV reduction graph. The purple edges are coordinate change edges. (ii) Paths in the first
two cases of the NO case. Black path is for the case where both vertices are in L1, blue path is for the case
where one vertex is in L1 and the other is in L2 with two stacks of size 1.

modification is simple, and the proof of correctness is similar but more involved, we defer the full proof of
the k = 5 construction to Appendix A, which can be read for more intuition for the main construction. For
two stacks S = (a1, . . . , as) and T = (b1, . . . , bt), let S ◦ T denote the stack (a1, . . . , as, b1, . . . , bt).

Theorem 3.1. Assuming SETH, for all ε > 0, a (74 − ε)-approximation of Diameter in unweighted, undi-
rected graphs on m edges needs m4/3−o(1) time.

Proof. Start with a 4-OV instance Φ given by a set A ⊂ {0, 1}d with |A| = nOV and d = θ(log nOV ). We
show how to solve Φ using an algorithm for Diameter. First check in time O(n3OV ) whether there are three
orthogonal vectors in A. If so, we know that Φ also has 4 orthogonal vectors, as we can add an arbitrary
fourth vector to the triple and obtain a 4-OV solution.

Thus, let us assume that there are no three orthogonal vectors. We construct a graph with Õ(n3OV )
vertices and edges from the 4-OV instance such that (1) if Φ has no solution, any two vertices are at distance
4, and (2) if Φ has a solution, then there exists two vertices at distance 7. Any (7/4 − ε)-approximation
for Diameter distinguishes between graphs of diameter 4 and 7. Since solving Φ needs n4−o(1)OV time under
SETH, a 7/4− ε approximation of diameter needs n4/3−o(1) time under SETH.

Construction of the graph The graph G is illustrated in Figure 2(i) and constructed as follows.
The vertex set L1 ∪ L2 is defined on

L1 = {S : S is a stack with |S| = 3},
L2 =

{
({S1, S2}, x, y) : S1, S2 are stacks with |S1|+ |S2| = 2,

x, y ∈ [d]3 are coordinate arrays such that

S1 ◦ S2 satisfies x and S2 ◦ S1 satisfies y, OR

S1 ◦ S2 satisfies y and S2 ◦ S1 satisfies x
}
.

In vertex subset L2, the notation {S1, S2} denote an unordered set of two stacks. As shown in Figure 2,
the vertices in L2 are of two types: ({(a), (b)}, x, y)L2 and ({(a, b), ()}, x, y)L2 for a, b ∈ A, x, y ∈ [d].

Throughout, we identify tuples (a, b, c) and ({S1, S2}, x, y) with vertices of G, and we denote vertices
in L1 and L2 by (a, b, c)L1 and ({S1, S2}, x, y)L2 respectively. The (undirected unweighted) edges are the
following.
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• (L1 to L2) Edge between (S)L1 and ({popped(S), ()}, x, y)L2 if stack S satisfies both x and y.

• (vector change in L2, type 1) For some vector a ∈ A and stacks S1, S2 with |S1| ≥ 1, an edge between
({S1, S2}, x, y)L2 and ({popped(S1), S2 + a}, x, y)L2 if both vertices exist.

In particular, as Figure 2 shows, ({(a, b), ()}, x, y)L2 has an edge to ({(a), (b′)}, x, y)L2 if both ver-
tices exist. These are the only type 1 edges.

• (vector change in L2, type 2) For some vector a ∈ A and stacks S1, S2 with |S1| ≥ 1, an edge between
({S1, S2}, x, y)L2 and ({popped(S1) + a, S2}, x, y)L2 if both vertices exist.

In particular, as Figure 2 shows, ({(a), (b)}, x, y)L2 has edges to ({(a′), (b)}, x, y)L2 and ({(a), (b′)}, x, y)L2

if the vertices exist. These are the only type 2 edges.

• (coordinate change in L2) Edge between ({S1, S2}, x, y)L2 and ({S1, S2}, x′, y′)L2 if both vertices
exist.

There are at most n3OV vertices in L1 and at most n2OV d6 vertices in L2. Note that each vertex of L1 has
O(d2) neighbors, each vertex of L2 has O(nOV + d2) neighbors. The total number of edges and vertices is
thus O(n3OV d2) = Õ(n3OV ). We first show below how to change this construction for k = 5, and then we
show that the construction for k = 4 has diameter 4 when Φ has no solution and diameter at least 7 when Φ
has a solution.

Modifications for k = 5. The construction of the Diameter instance G when k = 5 is very similar. We
instead start with a 5-OV (rather than 4-OV) instance A ⊂ {0, 1}d, and use the exact same graph, except the
nodes in L1 have a stack of size 4 (rather than 3), and the total sizes of the stacks in L2 is 3 (rather than 2).
The descriptions of the edges are exactly the same. We defer the proof of correctness of this construction
for k = 5 to Appendix A. It is similar to the proof for k = 4, but is more involved.

4-OV no solution Assume that the 4-OV instance A ⊂ {0, 1}d has no solution, so that no four (or three
or two) vectors are orthogonal. We show that any pair of vertices have distance at most 4, by casework:

• Both vertices are in L1: Let the vertices be (a, b, c)L1 and (a′, b′, c′)L1 . By Lemma 2.4 there exists
coordinate array x satisfied by both stacks (a, b, c) and (a′, b′, c′). We claim the following is a valid
path (see Figure 2ii):

(a, b, c)L1 − ({(a, b), ()}, x, x)L2 − ({(a), (a′)}, x, x)L2 − ({(a′, b′), ()}, x, x)L2 − (a′, b′, c′)L1

The first edge and second vertex are valid because (a, b, c) satisfies x (and thus, by Lemma 2.3, stack
(a, b) satisfies x). By the same reasoning the last edge and fourth vertex are valid. The third vertex is
valid because each of a and a′ have a 1 in all coordinates of x, so both (a, a′) and (a′, a) satisfy x.

• One vertex is in L1 and the other vertex is in L2 with two stacks of size 1: Let the vertices be
(a, b, c)L1 and ({(a′), (d′)}, x′, y′)L2 . By Lemma 2.4, there exists a coordinate array x satisfied by
both stacks (a, b, c) and (a′, d′), and there exists a coordinate array y satisfied by both stacks (a, b, c)
and (d′, a′). We claim the following is a valid path (see Figure 2ii):

(a, b, c)L1 − ({(a, b), ()}, x, y)L2

− ({(a), (a′)}, x, y)L2

− ({(d′), (a′)}, x, y)L2 − ({(a′), (d′)}, x′, y′)L2 .

6



The first edge and second vertex are valid because (a, b, c) satisfies x and y. Vector a has a one in
each coordinate of x and y, and stack (a′, d′) satisfies x and stack (d′, a′) satisfies y, so stack (a′, a)
satisfies x and stack (a, a′) satisfies y, so the third vertex ({(a), (a′)}, x, y)L2 is valid, and thus the
second edge is also valid. The fourth vertex is valid because (a′, d′) satisfies x and (d′, a′) satisfies
y by construction of coordinate arrays x and y, and thus the third and fourth edges are valid. Hence,
this is a valid path.

• Both vertices are in L2 with two stacks of size 1: Let the vertices be ({(a), (d)}, x, y)L2 and
({(a′), (d′)}, x′, y′)L2 . Let z1 ∈ [d] be a coordinate where a, d, a′, d′ are all 1, and let z = (z1, z1, z1)
be a coordinate array. Then the following is a valid path:

({(a), (d)}, x, y)L2 − ({(a), (d)}, z, z)L2

− ({(a′), (d)}, z, z)L2

− ({(a′), (d′)}, z, z)L2 − ({(a′), (d′)}, x′, y′)L2 .

Indeed it’s easy to check that any stack of two of a, d, a′, d′ satisfies z, so all the vertices are valid and
thus all the edges are valid, so this is a valid path.

• One vertex is in L2 with two stacks of size 2 and 0: For every vertex u = ({(a, b), ()}, x, y)L2

in L2 with two stacks of size 2 and 0, any vertex of the form v = (a, b, c)L1 in L1 has the property
that the neighborhood of u is a superset of the neighborhood of v (by considering coordinate change
edges from u). Thus, any vertex that v can reach in 4 edges can also be reached by u in 4 edges. In
particular, since any two vertices in L1 are at distance at most 4, any vertex in L1 is distance at most
4 from any vertex in L2 with two stacks of size 2 and 0. Applying a similar reasoning, any vertex in
L2 with two stacks of size 2 and 0 is distance at most 4 from any vertex in L2 with two stacks of size
2 and 0, and any vertex in L2 with two stacks of size 1.

We have thus shown that any two vertices are at distance at most 4, proving the diameter is at most 4.

4-OV has solution. Now assume that the 4-OV instance has a solution. That is, assume there exists
a1, a2, a3, a4 ∈ A such that a1[i] · a2[i] · a3[i] · a4[i] = 0 for all i. Since there are no 3 orthogonal vectors,
vectors a1, a2, a3, a4 are pairwise distinct.

Suppose for contradiction there exists a path of length at most 6 from u0 = (a1, a2, a3)L1 to u6 =
(a4, a3, a2)L1 .

Since all vertices in L2 have self-loops with trivial coordinate-change edges, we may assume the path
has length exactly 6. Let the path be u0 = (a1, a2, a3)L1 , u1, . . . , u6 = (a4, a3, a2)L1 . We may assume
the path never visits L1 except at the ends: if ui = (S) ∈ L1, then ui−1 = ({popped(S), ()}, x, y) and
ui+1 = ({popped(S), ()}, x′, y′) are in L2, and in particular ui−1 and ui+1 are adjacent by a coordinate
change edge, so we can replace the path ui−1 − ui − ui+1 with ui−1 − ui+1 − ui+1, where the last edge is
a self-loop.

For i = 1, 2, 3, let pi denote the largest index such that vertices u0, u1, . . . , upi all contain a stack that
has (a1, . . . , ai) as a substack. Because we never revisit L1, we have p3 = 0. For i = 1, 2, 3, let qi be the
smallest index such that vertices uqi , . . . , u6 all contain a stack with (a4, . . . , a5−i) as a substack. Because
we never revisit L1, we have q3 = 6. We show that,

Claim 3.2. For i = 1, 2, 3, between vertices upi and uq4−i , there must be a coordinate change edge.

Proof. Suppose for contradiction there is no coordinate change edge between upi and uq4−i . We show a
contradiction for each of i = 1, 2, 3.
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First, consider i = 3. Here, upi = u0 = (a1, a2, a3)L1 . By minimality of q1, vertex uq1 is of the form
({(e), (a4)}, x, y)L2 for some vector e. Then stack (a4), satisfies one of x and y. Since there is no coordinate
change edge between u0 and uq1 , we must have u1 = ({(a1, a2), ()}, x, y) for the same coordinate arrays
x and y, so stack (a1, a2, a3) satisfies both x and y. Hence, there is some coordinate array satisfied by
both (a1, a2, a3) and (a4), which is a contradiction of Lemma 2.5. By a similar argument, we obtain a
contradiction if i = 1.

Now suppose i = 2. By maximality of p2, vertex up2 is of the form ({(a1, a2), ()}, x, y)L2 . By mini-
mality of q2, vertex uq2 is of the form ({(a4, a3), ()}, x, y)L2 . The coordinate arrays x and y are the same
between the two vertices because there is no coordinate change edge between them by assumption. Then
stacks (a1, a2) and (a4, a3) satisfy both coordinate arrays x and y, which contradicts Lemma 2.5. �

Since coordinate change edges do not change any vectors, by maximality of pi, the edge upiupi+1 cannot
be a coordinate change edge for all i = 1, 2, 3. Similarly, by minimality of qi, the edge uqi−1uqi cannot be
a coordinate change edge for all i = 1, 2, 3. Consider the set of edges

up3up3+1, up2up2+1, up1up1+1, uq1−1uq1 , uq2−1uq2 , uq3−1uq3 . (1)

By the above, none of these edges are coordinate change edges. These edges are among the 6 edges
u0u1, . . . , u5u6. Additionally, the edges upiupi+1 for i = 1, 2, 3 are pairwise distinct, and the edges
uqi−1uqi for i = 1, 2, 3 are pairwise distinct. Edge up3up3+1 cannot be any of uqi−1uqi for i = 1, 2, 3,
because we assume our orthogonal vectors a1, a2, a3, a4 are pairwise distinct and up3−1 = u1 does not have
any stack containing vector a4. Similarly, uq3−1uq3 cannot be any of upiupi+1 for i = 1, 2, 3. Thus, the
edges in (2) have at least 4 distinct edges, so our path has at most 2 coordinate change edges. By Claim 3.2,
there must be at least one coordinate change edge. We now do casework on the number of coordinate change
edges.

Case 1: the path u0, . . . , u6 has one coordinate change edge. By Claim 3.2, since vertex up3 = u0 is
before the coordinate change edge, edge uq1−1uq1 must be after the coordinate change edge, and similarly
edge up1up1+1 must be before the coordinate change edge. Then all of the edges in (1) are pairwise distinct,
so then the path has 6 edges from (1) plus a coordinate change edge, for a total of 7 edges, a contradiction.

Case 2: the path has two coordinate change edges. Again, by Claim 3.2, for i = 1, 2, 3, edges
uqi−1uqi must be after the first coordinate change edge, and edge upiupi+1 must be before the second
coordinate change edge. Since we have 6 edges total, we have at most 4 distinct edges from (1), so there
must be at least two pairs (i, j) such that the edges upiupi+1 and uqj−1uqj are equal. By above this edge
must be between the two coordinate change edges, so edges up2up2+1, up1up1+1, uq2−1uq2 , uq1−1uq1 are all
between the two coordinate change edges. However, this means that vertices up2 and uq2 are between the
two coordinate change edges, contradicting Claim 3.2.

This shows that (a1, a2, a3)L1 and (a4, a3, a2)L1 are at distance at least 7, completing the proof. �

4 Overview of the general k reduction

4.1 The basic setup

To prove Theorem 1.1 in general, we start with a k-OV instance A ⊂ {0, 1}d with size |A| = nOV and
dimension d ≤ O(log nOV ), and construct a graph G on Õ(nk−1OV ) vertices and edges such that, if the set A
has k orthogonal vectors (Yes case), the diameter ofG is at least 2k−1, and otherwise (No case) the diameter
ofG is at most k. Throughout, we refer to elements ofA as vectors and elements of [d] as coordinates. Each
vertex of G is identified by a configuration H , which contains vectors (in A) and coordinates (in [d]), along
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t=1 t=2
t=3

...

GH0
H1

H2

H ′
2

S1 : (a1, a2)

S2 : () S3 : ()

S1 : (a1, a2, a3, a4)

S1 : (a1, a2, a3)

S2 : ()

H3

H4

H5

S1 : (b1, b2, b3, b4)

S1 : (a1, a2)

S2 : (b1)

S1 : (b1, b2, b3)

S2 : ()
S1 : (b1, b2)

S2 : (a1)

Figure 3: Our Diameter instance G, illustrated for k = 5. Vertices are configurations and edges are opera-
tions on configurations. Edges within configurations hold coordinate arrays (suppressed in the figure).

with some meta-data. Vertices must be valid configurations H , meaning vectors of H have 1s in specified
coordinates of H . Edges between configurations of G change up to one vector and/or some coordinates,
and we think of edges as performing operations on configurations. We ensure the graph is undirected by
choosing operations that are invertible.

4.2 The Diameter instance construction
We now sketch the definitions of configurations and operations, which define the vertices and edges,

respectively, of the Diameter instance G. Figure 3 illustrates our graph G and some vertices and edges.

Configurations. A configuration H is identified by the following:

1. A positive integer t and a sequence of t lists of vectors S1, . . . , St, which we call stacks. Stack S1 is
special and is called the root, and we require S1 to have at least (k − 2)/2 vectors.

2. A collection of O(k2) elements of [d]k−1, which we call coordinate arrays, which are each tagged
with one or two of the stacks S1, . . . , St (here, we omit the details of this tagging).

The size of a configuration is t +
∑t

i=1 |Si|, the number of stacks plus the number of vectors. The vertices
of our Diameter instance G correspond to the valid (defined below) size-k configurations (see Figure 3).1

Valid configurations. A configuration is valid if every coordinate array is satisfied (defined in Defini-
tion 2.2) by its one or two tagged stacks. This technical notion of “stacks satisfying coordinate arrays”,
implicit in prior constructions [BRS+18, Bon21b, DW21, Li21, Bon21a], has two key properties.

1Prior lower bounds [BRS+18, Bon21b, DW21, Li21, Bon21a] resemble this construction but with only t ≤ 2 stacks. Handling
more than two stacks is nontrivial but seems necessary for our undirected, general-k result.
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S1 S1

S2
(a4, a5)

S3

(a6)
S2 S3 S4

()

S1

S2
()(a4) (a6)

(a1, a1, a3)

node insertion vector deletion

S3 S4

(a1, a1, a3) (a1, a1, a3)

(a4, a5) (a6)

Figure 4: (Full) Operation on configuration of size k = 7. Root stack S1 is in purple. Coordinate arrays
(suppressed in figure) are attached to edges.

1. (Lemma 2.4, used in No case) If every k vectors among the vectors of stacks S and S′ are not orthog-
onal, S and S′ satisfy a common coordinate array.

2. (Lemma 2.5, used in Yes case) If stacks (a1, . . . , aj) and (ak, . . . , aj+1) satisfy a common coordinate
array, then a1, . . . , ak are not orthogonal.

Operations. Operations (Figure 4) are composed of half-operations, which are one of the following.

1. (Vector insertion) Insert a vector at the end of a stack.

2. (Vector deletion) Delete the last vector of a stack.

3. (Node2 insertion) Insert an empty non-root stack.

4. (Node deletion) Delete an empty non-root stack.3

5. (Flip) If t = 2, switch the two stacks S1 and S2, making S2 the new root.

Note, vectors are inserted and deleted “First In Last Out”, hence the term “stack” (see Why stacks?).
During node insertion and deletions, we also insert and delete, respectively, coordinate arrays from the

configuration. Specifying how to do this is a significant challenge. At a high level, we associate with each
configuration a star graph4 having vertices S1, . . . , St and edges S1Si for i = 2, . . . , t (hence S1 is called
the root, see Figures 3 and 4). We attach each coordinate array to an edge (the edge’s endpoints may be
different from the coordinate array’s tagged stack(s)), and insert and delete coordinate arrays when their
associated edge is inserted or deleted.

A (full) operation consists of two half-operations: a vector insertion or node insertion followed by
a vector deletion or node deletion. We also allow operations to include a flip operation after the half-
operations. To ensure at most Õ(nk−1OV ) edges, we do not allow operations between two configurations with
one stack (t = 1). An operation is valid if the starting and ending configuration are valid.5 The Diameter
instance G has the edge (H,H ′) if applying a valid operation to H gives H ′.

2We say “Node insertion” instead of “stack insertion” because in the actual construction, we place the stacks at nodes of a graph.
3In the formal construction, we require that the deleted stack is either St−1 or St, and require an analogous condition for node

insertions. The proof holds without this requirement, but it is a notational convenience in the proof of Lemma 5.10.
4We emphasize there are now two types of graphs: the Diameter instance, and the star graphs of each configuration.
5We also require validity of intermediate configurations after one of the two half-operations. In the Yes case, this gives an extra

+2, proving the diameter is 2k − 1, rather than 2k − 3.
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S1

(a1, a2, a3)

(a4) ()
S2

H

(a1, a2, a3)

(a1, a2)

S1

S1

(b1, b2)
S′
1

(b1, b2, b3)
S′
1

S3

S1
(a1, a2, a3)

()() ()
S2 S3 S′

1

H ′
v′1

(b1, b2, b3, b4)

S′
2

(b5)

S′
1

(b1, b2, b3, b4)

S′
2

() ()
S1

2 ops 2 ops

Figure 5: No-case path between configurations H and H ′ for k = 7. We delete all non-root stacks of H
before inserting any non-root stacks of H ′. Orange edges hold auxiliary coordinate arrays not belonging to
H or H ′.

Basic properties. We check a few basic properties of the construction.

• Operations leave the size t +
∑t

i=1 |Si| of a configuration invariant, so the edges are well-defined.
(this is why we defined size as t+

∑t
i=1 |Si|.)

• Since the Diameter instance deals with size k configurations, each configuration has at most k − 1
vectors, so there are at most Õ(nk−1OV ) vertices. Similarly, one can check that there are Õ(nk−1OV ) edges,
and that the graph can be constructed in Õ(nk−1OV ) time.

• Operations are invertible, so the graph is undirected. For example, a vector insertion/node deletion
can be inverted by a node insertion/vector deletion.

Why stacks? That is, why are vectors inserted “First In Last Out” from stacks? Crucially, stacks ensure
that k − 1 operations are needed to delete the bottom vector of a configuration with one stack. As in
prior constructions, the Yes case shows that if a1, . . . , ak are orthogonal, the one-stack configurations H
and H ′ with stacks (a1, . . . , ak−1) and (ak, . . . , a2) are at distance 2k − 1. If we could delete a1 from
H in less than k − 1 operations, we could arrive in k − 2 operations at a configuration H ′′ such that any
k vectors among H ′′ and H ′ are not orthogonal. Then H ′′ and H ′ are distance k by the No case, so
d(H,H ′) ≤ d(H,H ′′) + d(H ′′, H ′) ≤ 2k − 2 by the triangle inequality, a contradiction.

4.3 Correctness
We now sketch why G has diameter at most k in the No case and at least 2k − 1 in the Yes case.

No case. Suppose any k vectors are not orthogonal. We want to show we can reach any configuration H ′

from any other configuration H with k valid operations. If the operations do not need to be valid, this is
easy: insert the nodes and vectors of H ′ while deleting the vectors and nodes from H . We need k deletions
to remove H (because it has size k), and k insertions to build H ′, so we pair the insertions and deletions to
get from H to H ′ in k full operations.

Since these operations may not all be valid, we must carefully choose the order of the insertions and
deletions. The root stack is key in choosing the path. Let S1 and S′1 be the root stacks ofH andH ′. Because
S1 and S′1 each have at least (k − 2)/2 vectors (by definition, and crucially), we can choose a path from H
to H ′ that first deletes all the non-root stacks of H while only adding stack S′1 and its vectors (see Figure 5).
Then when S′1 has at least (k − 2)/2 vectors, we apply a flip operation, so that S′1 is the new root, and we
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S′1
()

(a1, . . . , ak−i−1, ∗)

Hi Hi+k−2
S1
(∗)

k − 2 ops

S′1
(ak, . . . , ak−i, ∗)

x x

S1

(∗)(∗)

(∗)

Figure 6: The Yes case. We find a coordinate array x satisfied by stack (a1, . . . , ak−i−1) in some con-
figuration and satisfied by stack (ak, . . . , ak−i) in another configuration, contradicting Lemma 2.5. Here,
coordinate array x is both attached to edge S1S′1 (so it is inserted and deleted with the edge) and tagged with
stacks S1 and S′1 (so stacks S1 and S′1 need to satisfy x). The *s represents some (possibly zero) vectors.

build the remainder of H ′ while deleting stack S1.6

Roughly, this path works because all coordinate arrays tagged with both a stack in H and a stack in H ′

are “auxiliary”, belonging to neither H nor H ′; they are attached to S1S′1, the orange edges in Figure 5.
This requirement is necessary, as H and H ′ are generic configurations, so stacks of H may not satisfy any
coordinate array of H ′ and vice-versa. Furthermore, Lemma 2.4 and non-orthogonality let us choose these
auxiliary coordinate arrays to always be satisfied by their tagged stacks, making the path valid.

Yes case. Suppose that there are k orthogonal vectors a1, . . . , ak. We sketch why our graphG has diameter
at least 2k − 3. The formal proof shows the diameter is at least 2k − 1 (see footnote 5).

Let H0 be the configuration with one stack S1 = (a1, . . . , ak−1), and let H2k−4 be the configuration
with one stack S′1 = (ak, . . . , a2). Suppose for contradiction there is a path H0, H1, . . . ,H2k−4. At the
highest level, we find two stacks (ak, . . . , aj+1) and (a1, . . . , aj) from intermediate configurations satisfying
a common coordinate array, contradicting Lemma 2.5.

Let i be the smallest index such that configurations Hi, Hi+1, . . . ,H2k−4 all contain stack S′1. It is
easy to check that i ≤ k − 3 so Hi also contains stack S1. For this sketch, assume that stacks S1 and
S′1 are adjacent in the configuration Hi’s star graph.7 Since this star graph is always a tree, and valid
operations can only delete leaf nodes, stack S1 can only be deleted by deleting all of Hi minus stack S′1
(The red stacks/vectors in Figure 6), which takes k − 1 operations (Lemma 5.11). Thus, configurations
Hi, . . . ,Hi+k−2 all have stacks S1 and S′1 and the edge between them.

Our construction guarantees a coordinate array x attached to edge S1S′1 that is satisfied by S1 and
S′1. Hence, x is satisfied by S1 and S′1 in each of Hi, . . . ,Hi+k−2. In Hi, stack S1 must have a prefix of
(a1, . . . , a(k−1)−i), which thus satisfies x. 8 InHi+k−2, stack S′1 must have a prefix of (ak, . . . , a(2k−4)−(i+k−2)+2),
which also satisfies x. Hence stacks (a1, . . . , ak−i−1) and (ak, . . . , ak−i) satisfy a common coordinate array,
contradicting Lemma 2.5.

6 By viewing a path H1, H2, . . . as a sequence of operations on H1, we can naturally identify stacks and coordinates across
different configurations in the path, talking about, for example, a stack S1 of H1 being in Hi. For this overview, this informality
suffices. To avoid ambiguity in the formal proof, we give stacks a label that does not change between operations (and contract pairs
of configurations that are equivalent up to permuting labels).

7There are two other cases: S1 and S′1 are the same stack, and S1 and S′1 are nonadjacent stacks in the star graph. The first case
is easy, and the nonadjacent case is similar but more technical, depending on the details of tagging coordinate arrays with stacks.

8If a stack satisfies coordinate array, its prefixes (substacks) also satisfy that coordinate array (Lemma 2.3).
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5 The main theorem for general k

We describe below a reduction from k-OV to 2k − 1 vs. k Diameter with time O(nk/(k−1)) on graphs
with edges of weight 1 or 0. This immediately gives a reduction from k-OV to 2k − 1 vs. k Diameter with
time O(nk/(k−1)) on unweighted graphs, by contracting the edges of weight 0. For clarity of exposition, we
describe the reduction to the 0/1-weighted graph.

Throughout the construction, fix k′ = bk/2c+ 1. Throughout the construction, all coordinate arrays are
k-coordinate arrays. Let Φ be a k-OV instance given by a set A of n vectors of length O(log n). We create
a graph G using this instance. First we need a few definitions.

5.1 Configurations
Edge constraints. The vertices of our construction are “configurations” which we are going to define
formally later. Each configuration is a small graph, in which each vertex is assigned a stack and each edge
puts constraints between those stacks. These edge-constraints on edges are of the following form. Recall
that a coordinate array is an element of [d]k−1.

Definition 5.1 (Edge-constraint). In a graph with an edge connecting vertices v and v′, a (v, v′)-edge-
constraint X (or edge-constraint when (v, v′) is implicit) is a tuple of 2k′ + 1 coordinate-arrays: Xv,i and
Xv′,i for i ∈ [k′], and X∗.

We later define how these 2k′ + 1 coordinate arrays of a (v, v′)-edge-constraint relate with the stacks
assigned to v and v′, as well as the stacks of other vertices.

Configurations. With these edge-constraints defined, we can now define a configuration.

Definition 5.2 (Configuration). A configurationH is an undirected star9 graphH with nodes V (H) labeled
by distinct elements of [2k′], such that

1. The center node, denoted ρ(H), of the star graph H is called the root (if the graph has two nodes,
either one could be the root),

2. H is equipped with a total order ≺H on the vertices of H such that the root is the smallest node of
≺H ,

3. Each node v of H is assigned a stack Sv(H), and

4. Each edge (v, v′) of H is labeled with an (v, v′)-edge constraint Xv,v′ . As graph H is undirected, we
equivalently denote Xv,v′ by Xv′,v.

Again, we emphasize that there are now two types of graphs, the configuration graph, and the Diameter
instance, whose vertices are identified by configuration graphs. We say configuration H is a t-stack config-
uration if H has t vertices. The vertices of our Diameter instance are identified with configurations. We use
the following definition to specify how many nodes and vectors are in these configuration. As we specify
later, the vertices of our Diameter instance are identified by configurations of size k.

Definition 5.3 (Size of a configuration). The size of a configurationH is the integer
∑

v∈V (H)(1+|Sv(H)|).

Note that the size of a configuration is the number of stacks plus the total number of vectors in all the
stacks.

9Recall a star graph is a tree with a center vertex adjacent to all other vertices.
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Equivalent configurations. The node labels of a configuration H in [2k′] are irrelevant except so that
we can reason about operations on configurations (defined later) in a well defined way (see footnote 6).
Accordingly, we say two configurations are equivalent if, informally, one can be obtained by permuting the
node labels of the other. Formally, we have the following definition.

Definition 5.4 (Equivalence of configurations). We say two configurations H and H ′ are equivalent if there
is some permutation π : [2k′]→ [2k′] such that,

• ConfigurationH ′ contains node π(v) for each node v ofH , and an edge (π(v), π(v′)) with (π(v), π(v′))-
edge constraint Y π(v),π(v′) for each edge (v, v′) of H with (v, v′)-edge-constraint Xv,v′ , such that
Y
π(v),π(v′)
π(v),j = Xv,v′

v,j and Y π(v),π(v′)
π(v′),j = Xv,v′

v′,j for all j ∈ [k′], and Y π(v),π(v′)
∗ = Xv,v′

∗ .

• The stacks satisfy Sπ(v)(π(H)) = Sv(H) for every node v of H .

• The ordering ≺H′ on H ′ has π(v) ≺H′ π(v′) if and only if v ≺H v′.

• The root ρ(π(H)) of π(H) satisfies ρ(π(H)) = π(ρ(H)).

In this case, we write H ′ = π(H).

It is easy to check the following fact from Definition 5.4. Taking π′ = π−1 below verifies that the
equivalence in Definition 5.4 is indeed an equivalence relation.

Lemma 5.5. For two permutations π and π′, we have π(π′(H)) = (π ◦ π′)(H)

Edge-satisfying and valid configurations. For a configuration to be a valid vertex of our diameter in-
stance, the stacks of a configuration need to satisfy particular coordinate arrays in the configuration. We
now make precise how we want the coordinate arrays to constrain the stacks. This is the most technical
definition in the construction.

Definition 5.6 (Edge-satisfying and Xv(H)). A configuration H with s ≥ 1 vertices v1 ≺H · · · ≺H vs
is edge-satisfying if and only if for every i ∈ [s], the stack Svi(H) satisfies each coordinate array in the
following set Xvi(H) of coordinate arrays.

1. For every neighbor v′ of vi, and every index j ∈ [k′], set Xvi(H) includes the coordinate array Xvi,v
′

vi,j

and Xvi,v
′

∗ . Note that either v′ or vi is the root.

2. For every i′ > i, set Xvi(H) includes the coordinate array Xvi′ ,v1
vi′ ,i

, where recall that v1 is the root
ρ(H). See Figure 7.

We highlight the subtle detail that the edge constraint Xv1,vi belonging to the edge v1vi where v1 =
ρ(H) might hold coordinate arrays constraining the stacks of the nodes other than its endpoints v1 and vi.
To get more intuition, the coordinate arrays a given stack Svi needs to satisfy are illustrated in Figure 7, and
for an edge v1vi in configurationH the stacks that must satisfy each coordinate array inXv1,vi are illustrated
in Table 2. Table 2 shows that every coordinate array in the edge-constraintX constrains at most two stacks.

Definition 5.7 (Valid configuration). The configuration H is valid if it is edge-satisfying and the stack of the
root node satisfies |Sρ(H)(H)| ≥ (k−2)/2. Here, k is the parameter of our reduction. We use this definition
even when the size of configuration H is not k.

The choice of our global constant k′ is motivated by this definition: Since all valid configurations have a
stack with at least (k − 2)/2 vectors, all valid size-k configurations, and hence all configurations at vertices
of our Diameter instance, have at most k − d(k − 2)/2e = k′ nodes.
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v1

v2
vi′vi vi+1

vs

X
v1,vi′
vi′ ,i

Xv1,vi
vi,j

,∀j

Svi

Xv1,vi
∗

Figure 7: The coordinate arrays Xvi(H) that stack Svi(H) satisfies, for i ≥ 2. The relevant edges are
colored red, and the coordinate array that is satisfied by Svi(H) is written on them. the edge v1vi is shown
in bold since many coordinate arrays on this edge-constraint are satisfied by Svi(H).

∗ 1 . . . j . . . i− 1 i . . . k′

∗ Sv1 , Svi − . . . − . . . − − . . . −
v1 − Sv1 . . . Sv1 . . . Sv1 Sv1 . . . Sv1
vi − Sv1 , Svi . . . Svj , Svi . . . Svi−1 , Svi Svi . . . Svi

Table 2: Edge satisfying constraints for Xv1,vi in a configuration H . The entry in row u and column t
represent the stacks satisfying Xv1,vi

u,t . The entry in row ∗ and column ∗ represent the stacks satisfying
Xv1,vi
∗ . We drop H in Su(H) for space constraints.

Operations on configurations. As mentioned earlier, our final construction consists of configurations. To
relate different configurations to each other, we define operations as follows.

Definition 5.8 (Operations on configurations). We define the following half-operations on configurationsH ,
that produce a resulting configuration H ′.

1. Vector insertion. H ′ has the same nodes, root node, edges, stacks, and ordering as H , except that
Sv(H

′) = Sv(H) + b for some vector b ∈ A and some node v.

2. Vector deletion. H ′ has the same nodes, root node, edges, stacks, and ordering as H , except that
Sv(H

′) = popped(Sv(H)) for some node v.

3. Node insertion. H ′ has the same nodes, root node, edges, stacks as H , except that H ′ also contains
a node v labeled in [2k′] \ V (H), assigned with an empty stack Sv(H ′) = ∅, and an edge from node
v to the root node ρ(H ′) = ρ(H) with a (v, ρ(H ′))-edge constraint X , and such that the total order
≺H′ is a total order consistent with ≺H on the nodes of H and the new node v as either the largest
or second largest node of ≺H .10

4. Node deletion. H ′ has the same nodes, root node, edges, stacks as H , except that for some non-root
(leaf) node v with Sv(H) = ∅ that is either the second-largest or largest node of ≺H , H ′ does not
contain node v or the edge incident to it, and the order ≺H′ is the order ≺H restricted to the nodes of
H ′

10This requirement that the new node v is either the largest or second largest node of ≺H is not necessary, but makes the rest of
the proof, especially Lemma 5.10, easier to write. Similarly, for node deletions, the deleted node does not need to be the largest or
second-largest node of ≺H .
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Figure 8: Example of a full operation consisting of a vector insertion (in v2), a flip and a vector deletion
(from v1). We assume that k = 7 in this example. Note that when the flip operation happens, the two nodes
have the same number of vectors in their stacks. The root in all four configurations is colored purple.

5. Flip. This half-operation is “only” defined when H has exactly two nodes v and v′ with v = ρ(H)
as the root and |Sv(H)| = |Sv′(H)|. Then H ′ has the same nodes, edges, and stacks as H , but
v′ = ρ(H ′) is the root of H ′ and the ordering ≺H′ of the nodes of H ′ is switched accordingly, so that
v′ ≺H′ v.

Call such a half-operation valid if configurations H and H ′ are both valid.
A full operation is obtained by applying a vector or node insertion, possibly applying a flip (if applica-

ble), and then applying a vector or node deletion. We say a full operation from H to H ′ is valid if each of
the two (or three, if there is a flip) participating half-operations is valid, and if at least one of H or H ′ has
at least two nodes.

By combining a “delete” (node or vector) half operation to an insert (node or vector) half operation, we
make sure that the endpoints of a full-operation have the same size. For examples of full operations, see
Figure 4 and Figure 8. Full operations have the following useful properties.

Lemma 5.9 (Properties of half and full operations). Let H and H ′ be configurations.

• If applying a vector insertion to H gives H ′, it is possible to apply a vector deletion to H ′ to get H .

• If applying a vector deletion to H gives H ′, it is possible to apply a vector insertion to H ′ to get H .

• If applying a node insertion to H gives H ′, it is possible to apply node deletion to H ′ to get H .

• If applying a node deletion to H gives H ′, it is possible to apply node insertion to H ′ to get H .

• Applying two flip operations to a 2-stack configuration gives the same configuration.

• If applying a valid full operation to H gives H ′, it is possible to apply a valid full operation to H ′ to
get H .

Proof. For the first item, if H ′ is obtained from a vector insertion at node v in H , then H is obtained by
a vector deletion at node v in H . The second, third, and fourth items are similar. For the fifth item, flip
operations do not change the 2-node graph, and two flips preserve the root node and the ordering of the two
nodes.

For the sixth item, note that the first five items imply that every half-operation has an inverse. If H ′ is
obtained by applying two half-operations toH that giveH ′′ thenH ′, and both half operations are valid, then
configurations H,H ′′, H ′ are all valid configurations. Then the full operation H ′ → H ′′ → H is a valid
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full operation. Similarly if H ′ is obtained with a valid full operation including a flip, having intermediate
configurationsH → H ′′ → H ′′′ → H ′, then all the intermediate configurations are valid, andH ′ → H ′′′ →
H ′′ → H is a valid full operation. �

5.2 Defining the Diameter graph G

We are now ready to define our graph G. The vertex set of G is the set of valid size-k configurations.
Recall that for all size-k configurations, the number of stacks plus the total number of vectors in all stacks is
k, and a configuration is valid if it is edge-satisfying (Definition 5.6) and the root stack has at least (k−2)/2
vectors in it. The edge-set of G includes the following types of edges:

• edges (H,H ′) such that configuration H can be obtained from configuration H ′ by a valid full oper-
ation. We call these edges operation edges. By the last part of Lemma 5.9, (H,H ′) are connected by
an operation edge if and only if H can be obtained from H ′ by a valid full operation, so these edges
can indeed by undirected.

• weight-0 edges (H,π(H)) for all valid size-k configurationsH and all permutations π : [2k′]→ [2k′]
(recall π(H) is defined in Definition 5.4). We call these edges permutation edges.

• (if k is even) weight-0 edges (H,H ′) if H ′ can be obtained by applying a flip to H . We call these
edges flip edges.

For disambiguation, we always refer to vertices of configurations as nodes, and vertices of the Diameter
instance G as vertices or configurations.

Runtime analysis. We first show that the graph G can be constructed in time Ok(nk−1OV dO(k2)). One can
construct the vertices of G by enumerating over all possible star graphs labeled by [2k′], of which there are
at most Ok(1), and then enumerating over all possible orderings ≺ of the nodes of star graphs, of which
there are at most Ok(1), and then enumerating over all possible stacks for each star graph, of which there
are at most Ok(nk−1OV ) (each configuration is size-k, meaning the total number of nodes (stacks) plus the
total number of vectors equals k, and since there is always at least one node (stack), the total number of
vectors is at most k − 1), and enumerating over all possible edge-constraints, of which there are at most
Ok(d(k

′−1)·(2k′+1)) ≤ Ok(d2k
2
). Hence, there are at most Ok(nk−1OV d2k

2
) vertices of G. Furthermore, for

t ≥ 2, there are at most Ok(nk−2OV d2k
2
) many t-stack configurations of G.

For any configuration, there are Ok(nOV ) vector insertions possible, Ok(1) vector deletions possible,
Ok(d2k

′+1) node insertions possible, and Ok(1) node deletions possible. Hence, each configuration of G
has at most Ok(nOV + d2k

′+1) neighbors. Every edge of G has at least one endpoint that has t ≥ 2 stacks
(by definition of valid full operation), so the total number of edges of G is at most Ok(nOV + d2k

′+1) ·
Ok(n

k−2
OV d2k

2
) ≤ Ok(nk−1OV d4k

2
).

Hence, G has Õ(nk−1OV ) vertices (configurations) and edges. Checking whether any half-operation is
valid takes time Ok(d) = Õk(1). Hence enumeration of vertices (configurations) and edges of the Diam-
eter graph G is standard and can be done in time near-linear in the number of vertices and edges, so the
construction of G takes time Õ(nk−1OV ).

5.3 Some useful properties of configurations
We now move on to proving the correctness of our configurations, showing that the Diameter is at least

2k − 1 when the k-OV instance Φ has a solution (Yes case), and the Diameter is at most k when Φ has no
solution (No case). We begin with some useful lemmas about configurations.
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v′ = ρ(H)

v
()() (a3)

(a1, a2)

Figure 9: Lemma 5.11. In the example configuration of size k = 7, to delete the root node v′ = ρ(H)
(purple) without deleting v, one needs to delete all the red vectors and red nodes. This requires 3 node
deletions and 3 vectors deletions for a total of 6 = k − 1 deletions.

Lemma for the No case. In the No case, we need to construct length k paths between every pair of nodes
and verify that those paths are valid paths in the Diameter instance. The following natural lemma facilitates
these verifications. Call H ′ a subconfiguration of H if H ′ can be obtained from H by vector deletions and
node deletions.

Lemma 5.10. If H ′ is a subconfiguration of H and H is edge-satisfying, then H ′ is also edge-satisfying.

Proof. It suffices to prove that if H ′ is obtained by applying a single vector deletion or node deletion to H ,
and H is valid, then H ′ is valid. The full lemma follows from induction of the number of deletions needed
to obtain H ′ from H . Let H have vertices v1 ≺H · · · ≺H vs.

Suppose H ′ is obtained from H by a vector deletion. Then H and H ′ have the same node set and edge
set. Let i ∈ [s]. In the Definition 5.6, the set of coordinate arraysXvi(H ′) is the same as the set of coordinate
arrays Xvi(H), because H and H ′ are the same graph with the same edge-constraints. Since we assume H
is edge-satisfying, we have that Svi(H) satisfies all the coordinate arrays in Xvi(H) = Xvi(H ′), so Svi(H

′)
does as well, by Lemma 2.3. This holds for all i ∈ [s], so we have that H ′ is edge-satisfying.

Now suppose H ′ is obtained from H by a node deletion, so that the graph H ′ is a subgraph of the graph
H with a leaf node deleted. We claim that, for all i such that node vi is in H ′, we have Xvi(H ′) ⊆ Xvi(H).
First, suppose vs is deleted from H to give H ′. Then, for each i = 1, . . . , s − 1, by Definition 5.6, the
set Xvi(H ′) is the same as the set of coordinate arrays Xvi(H), except with Xvs,v1

vs,i
deleted, and, if vi is a

neighbor of vs (only true for i = 1), with coordinate arrays Xvs,vi
vi,j

deleted for j ∈ [k′], so indeed Xvi(H ′) ⊂
Xvi(H). Now suppose vs−1 is deleted from H to give H ′. For 1 ≤ i ≤ s− 2, we have Xvi(H ′) ⊂ Xvi(H)
by the same reasoning as when vs is deleted. Additionally, we can show Xvs(H ′) = Xvs(H): nodes vs and
vs−1 are not adjacent in H (node deletions can only delete non-root nodes so vs−1 is not the root) so all
of the coordinate arrays of Xvs(H) and Xvs(H ′) in part 1 of Definition 5.6 are the same, and Xvs(H) and
Xvs(H ′) have no coordinate arrays in part 2 of Definition 5.6 since vs is the largest node each of ≺H and
≺H′ .

Thus, we have that Xvi(H ′) ⊆ Xvi(H) for all nodes vi in H ′. For all nodes vi in H ′, we have the stacks
Svi(H

′) and Svi(H) are the same, since no vector insertions/deletions were applied. Thus, since stack
Svi(H) satisfies all the coordinate arrays in Xvi(H), we have Svi(H

′) satisfies all the coordinate arrays in
Xvi(H ′), as desired.

We have shown that if H ′ is obtained by applying a single vector deletion or node deletion to H , and H
is valid, then H ′ is valid. By the first paragraph of the proof, this completes the proof. �

Lemma for the Yes case. The next lemma is useful for the Yes case.
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Lemma 5.11. Suppose H is a size-k configuration containing a non-root leaf node v with Sv(H) = ∅ and
edge (v, v′) where v′ = ρ(H). Suppose that one applies c full operations among which node v′ is deleted
but node v is never deleted. Then c ≥ k − 1.

Proof. Let H0 = H,H1, . . . ,Hc be the sequence of configurations such that Hi is the result of applying a
valid full operation toHi−1 for i = 1, . . . , c. Let v′′ /∈ {v, v′} be an arbitrary node inH . We claim that node
v′′ must be deleted before node v′. Let i ∈ {0, . . . , c} be the largest index such that v′′ and v are both in
configuration Hi. Node v′ is on the path from node v′′ to node v in configuration graph H0. Only leaf nodes
can be deleted in a node deletion. Thus, as v and v′′ are both in H0, . . . ,Hi, all the nodes on the path from
v to v′′ are also nodes in H0, . . . ,Hi. In particular, node v′ is in H0, . . . ,Hi, so node v′′ must be deleted
before v′.

Hence, the only way to delete node v′ without deleting node v is to first delete all nodes other than v′ (by
first deleting the vectors in their stacks and then the node) and then deleting v′. This results in deleting all
nodes other than v, which takes at least

∑
u∈V (H)(1 + |Su(H)|)− (1 + |Sv(H)|) = k − (1 + 0) deletions.

Since each full operation applies at most one deletion, the number of full operations needed to delete v′

without deleting v is at least k − 1. �

Permutations commute with valid full operations The next few lemmas justify the informal statement
that “permutations commute with valid full operations”. This statement is convenient in the Yes case because
it allows us to assume that all permutation edges are at the end of a path. Intuitively, we expect this lemma
to be true because changing the node labels of a configuration gives essentially the same configuration.

Lemma 5.12. Let π : [2k′]→ [2k′] be a permutation. Let H be a configuration, and suppose that applying
a vector insertion (vector deletion, node insertion, node deletion, flip) on H gives configuration H ′. Then
there exists a vector insertion (vector deletion, node insertion, node deletion, flip) that, applied to π(H),
gives π(H ′).

Proof. A vector b ∈ A is inserted at node v in H (v is a node label in [2k′]) to give a configuration H ′.
Suppose that inserting vector b at node π(v) in π(H) gives a configuration H ′′. We claim H ′′ = π(H ′).
By definition of vector insertion, H ′′ has the same nodes, edges, edge-constraints, root node, and ordering
as configuration π(H). Furthermore, since H has the same nodes, edges, edge-constraints, root node, and
ordering as configuration H ′, we have π(H) and π(H ′), and thus H ′′ and π(H ′) have the nodes, edges,
edge-constraints, root node, and ordering. Furthermore, the stacks Sπ(v)(H ′′) and Sπ(v)(π(H ′)) are both
equal to Sv(H)+ b, and the stacks Sπ(v′)(H ′′) and Sπ(v′)(π(H ′)) are both equal to Sv′(H) for nodes v′ 6= v
in H , so we indeed have H ′′ = π(H ′).

This proves the lemma for vector insertions. The proofs for vector deletions, node insertions, node
deletions, and flips are similar. �

Lemma 5.13. Let π : [2k′]→ [2k′] be a permutation. If configuration H is valid, then configuration π(H)
is valid.

Proof. The root node ρ(π(H)) of π(H) has the same stack as the root node ρ(H) of H , which has at
least (k − 2)/2 vectors. By definition of π(H), for each node v ∈ V (H), the set of coordinate arrays
Xπ(v)(H) is the same as Xv(H). Since H is valid, Sv(H) satisfies every coordinate array in Xv(H), so
Sπ(v)(π(H)) = Sv(H) satisfies every coordinate array in Xπ(v)(π(H)) = Xv(H). This holds for all v, so
π(H) is edge-satisfying and thus valid. �

As a corollary of Lemmas 5.12 and 5.13, we have that permutations commute with valid full operations.
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Figure 10: The path of length 7 between H and H ′ for k = 7. Full operations are indicated by red arrows
and roots are indicated by purple. The “extra” edge-constraint Z that belongs to neither H nor H ′ is labeled
in orange.

Corollary 5.14. Let π : [2k′] → [2k′] be a permutation. Let H be a configuration, and suppose that
applying some valid full operation on H gives configuration H ′. Then applying some valid full operation
on π(H) gives π(H ′).

5.4 No case.
We now prove that when Φ has no solution, our Diameter instance has diameter at most k. To do so, we

find a length k path between any two configurations H and H ′. As sketched in the overview, we apply k full
operations to get H ′ from H , and each operation inserts a vector or node “from H ′” and deletes a vector or
node “from H”. For an example of such a path when k = 7, see Figure 10.

Let H be an arbitrary size-k configuration with vertices v1 ≺H · · · ≺H vs for some s ≥ 1, where
v1 = ρ(H) is the root, and with edges v1vi with edge-constraint Xv1,vi for 2 ≤ i ≤ s. Let H ′ be an
arbitrary size-k configuration with vertices v′1 ≺H′ · · · ≺H′ v′s′ for some s′ ≥ 1, where v′1 = ρ(H ′) is
the root, and with edges v′1v

′
i with edge-constraint Y v′1,v

′
i for 2 ≤ i ≤ s. By taking a permutation edge (of

weight 0) from vertex H ′ in the Diameter instance G to obtain an equivalent configuration, we may assume
without loss of generality that the set of node labels {v1, . . . , vs} of H are disjoint from the node labels
{v′1, . . . , v′s′} of H ′.

We now define an edge-constraint Z, containing the only “extra” coordinate arrays we need in the path
from H to H ′. Let Z be a (v1, v

′
1)-edge constraint such that,

• For i ∈ [k′], coordinate array Zv1,i is satisfied by stack Sv1(H) and, if i ≤ s′, by stack Sv′i(H
′),

• For i ∈ [k′], coordinate array Zv′1,i is satisfied by stack Sv′1(H ′) and, if i ≤ s, by stack Svi(H), and
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• Z∗ is satisfied by Sv1(H) and Sv′1(H ′).

As configurations H and H ′ are size-k and have at least 1 stack, any stack of H or H ′ has at most k − 1
vectors. Hence, the coordinate arrays of Z all exist by Lemma 2.4. Note that the definition of Z is symmetric
with respect to H and H ′, in the sense that if we switch H with H ′ (and s with s′ and (v1, . . . , vs) with
(v′1, . . . , v

′
s)), the definition of Z stays the same.

We now define two intermediate nodesHmid andH ′mid, which are on our desired path fromH toH ′. Let
Hmid be the configuration with nodes v1 and v′1, with the connecting edge having (v1, v

′
1)-edge constraint

Z, where

• v1 = ρ(Hmid) is the root,

• Sv1(Hmid) is the bottom d(k − 2)/2e elements of Sv1(H), and

• Sv′1(Hmid) is the bottom b(k − 2)/2c elements of Sv′1(H ′).

Let H ′mid be the configuration with nodes v1 and v′1, with the connecting edge having (v1, v
′
1)-edge

constraint Z, where

• v′1 = ρ(H ′mid) is the root,

• Sv′1(H ′mid) is the bottom d(k − 2)/2e elements of Sv′1(H ′), and

• Sv1(H ′mid) is the bottom b(k − 2)/2c elements of Sv1(H).

We have that Hmid and H ′mid are valid: by the definition of the edge-constraint Z, we have that Sv1(H)
and thus Sv1(Hmid) satisfiesZv1,j for all j ∈ [k′], and also satisfies coordinate arrayZv′1,1 andZ∗. Similarly,
Sv′1(H ′) and thus Sv′1(Hmid) satisfies Zv′1,j for all j ∈ [k′], and also satisfies coordinate arrays Z∗. Thus,
Hmid is edge-satisfying and thus valid. By a symmetric argument, H ′mid is also valid. Note that Hmid

and H ′mid are symmetric with respect to H and H ′, in the sense that if we switched H and H ′, then Hmid

becomes H ′mid and vise-versa.

Claim 5.15. One can apply bk/2c valid full operations onH to obtainHmid, and bk/2c valid full operations
on H ′ to obtain H ′mid.

Proof. We prove this for H and Hmid, and the result for H ′ and H ′mid follows from a symmetric argument
(the symmetry holds because the definition of Z and the definitions of Hmid and H ′mid are symmetric with
respect to H and H ′). Let H̃ be the configuration obtained by adding node v′1 to H with stack Sv′1(H ′mid)
(of size b(k− 2)/2c), with an edge (v1, v

′
1) having edge constraint Z, and such that the ordering ≺H̃ agrees

with ≺H on the nodes of H , and v′1 is the largest node of ≺H̃ (see Figure 11). Note that H̃ has size larger
than k (to be precise, it has size k + bk/2c).

We first prove that H̃ is edge-satisfying. First, the set Xv′1(H̃) has coordinate arrays Z∗ and Zv′1,j for
j ∈ [k′], by part 1 of Definition 5.6, and has no coordinate arrays from part 2 of Definition 5.6 as v′1 is
the largest node of ≺H . By definition of Z, stack Sv′1(H ′) satisfies all these coordinate arrays, and thus
by Lemma 2.4 stack Sv′1(Hmid) does as well, satisfying the requirement of Definition 5.6 for node v′1. For
i ∈ [s], the set of coordinate arrays in Xvi(H̃) is the same as the set of coordinate arrays Xvi(H) plus the
coordinate array Zv′1,i, and, if i = 1, plus the coordinate arrays Z∗ and Zv

′
1,v1
v1,j

for j ∈ [k′]. By definition
of Z, we have that Svi(H̃) = Svi(H) satisfies coordinate array Zv′1,i. Furthermore, Sv1(H̃) = Sv1(H)
satisfies coordinate arrays Z∗ and Zv1,j for j ∈ [k′]. Since configuration H is edge-satisfying and the above
coordinate arrays are satisfied, we conclude that configuration H̃ is edge-satisfying.

We now note that Hmid can be obtained from H by applying the following half-operations
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Figure 11: Claim 5.15, the configuration H̃ for Figure 10: all configurations on the path from H to Hmid

are subconfigurations of H̃ . By Lemma 5.10, showing H̃ is valid implies that the path from H to Hmid is
valid.

• Insert node v′1 as the largest node in the ordering

• Insert vectors into v′1 b(k − 2)/2c times.

• For each i = s, s− 1, . . . , 2, delete vectors from Svi until the stack is empty, and then delete node vi.

• Delete vectors from Sv1 until the stack has size d(k − 2)/2e.

We can check that there are bk/2c insertions and
∑s

i=1(1 + |Svi |)− (1 + dk− 2e/2) = k−dk/2e = bk/2c
deletions. We can obtain H from Hmid by alternating applying these insertions and deletions, giving a
configurations H = H0, H0.5, H1, . . . ,Hbk/2c−0.5, Hbk/2c = Hmid, so that applying the ith insertion to
Hi−1 gives the size-k + 1 configuration Hi−0.5, and applying the ith deletion to Hi−0.5 gives the size-k
configuration Hi. These half-operations indeed satisfy the definition of half-operations: all the vector inser-
tions/deletions are legal, the single node insertion is legal as v′1 is inserted as the largest node, and all the
node deletions are legal as the deleted nodes are always the second-largest node in the ordering. Further-
more, if we perform only the insertions, we obtain configuration H̃ . Hence, any i = 0, 0.5, . . . , bk/2c, we
can obtain configuration Hi from configuration H̃ by applying vector deletions at node v′1 until stack Sv′1 is
the right size, and then applying the first bic node/vector deletions above (at nodes vs, vs−1, . . . ). Thus, for
i = 0, 0.5, . . . , bk/2c configuration Hi is a subconfiguration of configuration H̃ . Since configuration H̃ is
valid, by Lemma 5.10, each Hi and Hi+0.5 is valid, so we have a sequence of bk/2c valid full operations
that gives Hmid from H . �

With Claim 5.15, we have nearly proved the No case. It remains to show that Hmid and H ′mid are at
distance either 0 or 1, depending on the parity of k.
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If k is even, then Hmid can be obtained by applying a flip to H ′mid, and thus the two configurations are
at distance 0 in the Diameter graph G. Thus, there is a length 2 · bk/2c = k path from H to H ′ through
Hmid and H ′mid by Claim 5.15.

If k is odd, then Hmid is distance 1 from H ′mid: H ′mid is obtained from Hmid by applying a vector inser-
tion at node v′1, giving a configuration Hmid,+, followed by a flip, giving a configuration H ′mid,+, followed
by a vector deletion at node v1, giving configurationHmid. The flip can be done becauseHmid,+ andH ′mid,+
both have two nodes, each of which has a stack of size d(k − 2)/2e. We now check these half-operations
are all valid operations, by checking that configurations Hmid,+ and H ′mid,+ are valid configurations. Since
no vectors are deleted at node v′1 from Hmid,+ to H ′mid, we have Sv′1(Hmid,+) = Sv′1(H ′mid) is a substack
of Sv′1(H ′), and similarly Sv1(Hmid,+) = Sv1(Hmid) is a substack of Sv1(H). Hence, by construction of Z
and Lemma 2.3, stack Sv′1(Hmid,+) = Sv′1(H ′mid) satisfies coordinate array Zv′1,j for all j ∈ [k′] and also
satisfies coordinate array Z∗, and the stack Sv1(Hmid,+) = Sv1(Hmid) at the root node of Hmid,+ satisfies
Zv1,j for all j ∈ [k′] and also satisfies coordinate arrays Zv′1,1 and Z∗. Hence, configuration Hmid,+ is
edge-satisfying, and thus a valid configuration. By a symmetric argument, configuration H ′mid,+ is valid.
Hence, configurations Hmid and H ′mid are adjacent in the diameter instance with an edge of weight 1, and
we have a path from H to H ′ through Hmid and H ′mid of length 1 + 2 · bk/2c = k by Claim 5.15.

In either case, we have shown that, when A has no k orthogonal vectors, then for any two configurations
H and H ′, there is a length k path from H to H ′. This completes the proof of the no case.

5.5 Yes case.
We now prove that the Diameter of G is at least 2k − 1 in the Yes case. Suppose A has an orthogonal

k-tuple (a1, . . . , ak). Throughout this section fix v ∈ [2k′] to be an arbitrary edge label (say v = 1). Let
H be the 1-stack configuration with a single node v assigned with a stack Sv(H) = (a1, . . . , ak−1) (and
a trivial ordering). Let H ′ be the 1-stack configuration with a single node labeled v assigned with a stack
Sv(H

′) = (ak, . . . , a2). We claim configurations H and H ′ are at distance 2k− 1 in the Diameter graph G.
Consider a path H0 = H,H1, . . . ,Hr+1 = H ′ from H to H ′ using edges of G, and assume for contra-

diction this path has length 2k−2 (if it has length less than 2k−2, we may assume without loss of generality
that in one of the t-stack vertices for t ≥ 2, there are trivial valid full operations (e.g., node insertion fol-
lowed by node deletion), which give self loop edges of weight 1, increasing the path length to 2k− 2). This
path contains some valid full operation edges, possibly some weight-0 flip edges if k is even, and possibly
some weight-0 permutation edges between equivalent configurations. By Corollary 5.14, we may assume
without loss of generality that all weight-0 permutation edges are at the end of the path, and furthermore if
there are multiple permutations π1, . . . , π` : [2k′] → [2k′], we may replace them by a single permutation
π = π1 ◦ · · ·π` by Lemma 5.5. Hence, we may assume that our path has 2k − 2 valid full operation edges,
followed by a single weight-0 edge applying a permutation π.

Thus, we may assume that r = 2k − 2, and configuration H ′ is π(H2k−2) for some π : [2k′] → [2k′],
so that configuration H2k−2 contains a single stack at node v′ := π−1(v), and so that for i = 1, . . . , 2k − 2,
configuration Hi can be reached from Hi−1 by an operation edge, and possibly a flip edge. For each
i = 0, . . . , 2k − 3, the valid full operation on Hi has one valid vector/node insertion, possibly followed
by a flip operation, followed by one valid vector/node deletion, possibly followed by a flip, so we can
let Hi+0.5 denote the result of only applying the insertion and possibly a flip to Hi, so that Hi+1 is the
result of applying a deletion, possibly followed by a flip, to Hi+0.5. By definition of a valid half-operation,
configuration Hi+0.5 is valid (and has size k + 1).

The following two claims reason about the stacks and the edge-constraints that must be on the path.

Claim 5.16. If an edge (w,w′) appears in configuration Hi for some integer i = 1, . . . , 2k − 3, it also
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appears (with the corresponding edge-constraint) in configurations Hi−0.5 and Hi+0.5.

Proof. Configuration Hi+0.5 is obtained by applying a vector or node insertion to Hi, possibly followed by
a flip, so no node, and thus no edge is deleted from Hi to Hi+0.5. Configuration Hi is obtained by applying
a vector or node deletion to Hi−0.5, possibly followed by a flip, so Hi−0.5 is obtained by possibly applying
a flip to Hi, followed by a node or vector insertion, and again no edge is deleted. �

Claim 5.17. For 0 ≤ s ≤ k − 1, we have Sv(Hs) and Sv(Hs+0.5) both contain (a1, . . . , ak−1−s) as a
substack. For k − 1 ≤ s ≤ 2k − 2, we have Sv′(Hs) and Sv′(Hs−0.5) both contain (ak, . . . , a2k−s) as a
substack.

Proof. For the first item, we have Sv(H0) = (a1, . . . , ak−1), and each of the first s full operations deletes
at most one vector from this stack, so stack Sv(Hs) has (a1, . . . , ak−1−s) as a substack. By Claim 5.16,
Sv(Hi+0.5) does as well. Similarly, we have stack Sv(H2k−2) = (ak, . . . , a2). Applying 2k − 2 − s full
operations from H2k−2 gives Hs, but each operation deletes at most one vector from the starting stack
Sv′(H2k−2) = (ak, . . . , a2). Hence, stack Sv(Hs) has (ak, . . . , a2k−s) as a substack, and by Claim 5.16,
stack Sv(Hs−0.5) does as well. �

Let s be the largest index such that node v is in configurationsH0, . . . ,Hs (s exists becauseH0 contains
node v). Let s′ be the smallest index such that node v′ is in configurations Hs′ , . . . ,H2k−2 (again s′ exists
because H2k−2 contains node v′). By the maximality of s (and since we assume no permutation edges are
used in H0, . . . ,H2k−2), node v has an empty stack in configuration graph Hs. Node v also has a size k− 1
stack in H0. Since each valid full operation can delete at most one vector from some stack, we have that
s ≥ k − 1. Similarly, we have that s′ ≤ k − 1, so s′ ≤ s. Thus, nodes v and v′ both appear in each of
the configurations Hs′ , . . . ,Hs. We have three cases, and in each case, we show that our path contradicts
Lemma 2.5.

Case 1. v = v′. This implies that s′ = 0 and s = r, and node v appears in every configuration
H0, . . . ,H2k−2. We have that the stack Sv(H0) = (a1, . . . , ak−1), and Sv(H2k−2) = (ak, . . . , a2). Thus,
to obtain Sv(Hr) from Sv(H0), one needs to apply k−1 vector deletions followed by k−1 vector insertions.
Since each valid full operation applies at most one vector insertion followed by at most one vector deletion,
the first k − 1 full operations of our path must include a vector deletion at node v, and the last k − 1 edges
must include a vector insertion at node v, inserting the vectors ak, . . . , a2 in that order. In particular, we
have Sv(Hk) = (ak).

Because valid full operations must have one endpoint with at least two nodes, H0 to H1 operation
must include a node insertion of some node w 6= v with an edge (v, w). By Claim 5.16 the edge (v, w)
with an edge constraint Xv,w appears in configuration H0.5, so stack Sv(H0.5) = (a1, . . . , ak−1) satisfies
coordinate array Xv,w

∗ . Furthermore, since there are no node-deletions in the first k− 1 valid full operations
(because each full operation deletes either a vector or node, not both), we know the edge (v, w) exists in
each of H1, . . . ,Hk−1. By Claim 5.16 the edge (v, w) labeled with the edge constraint Xv,w also exist
in configuration Hk−0.5. Additionally, as we reasoned earlier, Sv(Hk−0.5) = (ak), so stack (ak) satisfies
coordinate array Xv,w

∗ . However, this means that stacks (a1, . . . , ak−1) and (ak) both satisfy Xv,w
∗ , which

is a contradiction of Lemma 2.5.
Case 2. v 6= v′ and nodes v and v′ are adjacent in configuration Hs′ . Clearly we have s′ ≥ 1

and s ≤ 2k − 3 in this case. In configuration Hs′ , node v′ is a non-root leaf node with an empty stack
Sv′(Hs′) = ∅ and incident edge (v, v′). Furthermore, from configuration Hs′ to Hs+1, node v is deleted,
but node v′ is in configurations Hs′ , . . . ,Hs+1. Hence, by Lemma 5.11, we have (s+ 1)− s′ ≥ k − 1.
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By Claim 5.16, both configurations Hs′−0.5 and Hs+0.5 contain the edge (v, v′) with edge-constraint
Xv,v′ . By Claim 5.17, in configuration Hs′−0.5, node v is labeled with a stack that contains (a1, . . . , ak−s′)

as a substack, so by Lemma 2.3, stack (a1, . . . , ak−s′) satisfies coordinate array Xv,v′
∗ . Similarly, by

Claim 5.17, in configuration Hs+0.5, node v′ is labeled with a stack that contains (ak, . . . , a2k−1−s) as a
substack, so stack (ak, . . . , a2k−1−s) satisfies coordinate array Xv,v′

∗ . Since k − s′ ≥ (2k − 1− s)− 1, we
have that, for j = k−s′, both stacks (a1, . . . , aj) and (ak, . . . , aj+1) satisfies coordinate arrayXv,v′

∗ , which
is a contradiction by Lemma 2.5.

Case 3. v 6= v′ and nodes v and v′ are not adjacent in configuration Hs′ . In any configuration,
the root node is adjacent to all other vertices, so v and v′ must both be non-root nodes. Suppose that in
configuration Hs′ , the root node is w = ρ(Hs′). Since only leaf nodes in a configuration can be deleted, and
since nodes v and v′ are not deleted in Hs′ , . . . ,Hs, we have that node w exists and has degree at least two
in each of Hs′ , . . . ,Hs, and therefore must be the root node in each of Hs′ , . . . ,Hs. In particular, since the
total order≺H and root node of a configuration H can only be changed when there are at most two vertices,
no full operations from Hs′ to Hs include flip operations. Consequently, nodes v and v′ have the same order
with respect to orderings ≺Hs′ and ≺Hs

Assume without loss of generality that v ≺Hs′ v
′ and v ≺Hs v

′ (the reverse direction is symmetric).
Let t′ be the largest index such that node w is in configuration Ht′ (t′ ≤ 2k − 3 because configuration
H2k−2 only contains node v′). By maximality of t′, from configuration Ht′ to Ht′+1, node w is deleted,
so by Lemma 5.11, t′ − s′ ≥ k − 2. By Claim 5.16, both v and v′ are in Hs′−0.5. Let iv be such that v
is the ivth smallest node in configuration Hs′−0.5 according to ≺Hs′−0.5

. Because v ≺Hs′−0.5
v′, and since

configuration Hs′−0.5 is valid, Definition 5.6 gives that stack Sv(Hs′−0.5) satisfies coordinate array Xv′,w
v′,iv

.
By Claim 5.17, (a1, . . . , ak−s′) is a substack of Sv(Hs′−0.5), so by Lemma 2.3, stack (a1, . . . , ak−s′) also
satisfies coordinate array Xv′,w

v′,iv
. On the other hand, by Claim 5.17, (ak, . . . , a2k−1−t′) is a substack of

Sv(Ht′+0.5). Additionally, by Claim 5.16, edge (v′, w) is also in Ht′+0.5, so stack Sv(Ht′+0.5), and thus
stack (ak, . . . , a2k−1−t′), satisfies coordinate array Xv′,w

v′,iv
. Since k − s′ ≥ (2k − 1 − t) − 1, we have that

for j = k − s′, stacks (a1, . . . , aj) and (ak, . . . , aj+1) satisfy the same coordinate array Xv′,w
v′,iv

, which is a
contradiction by Lemma 2.5.

In all cases of v and v′, we have shown a contradiction. Thus, the path from configuration H to config-
uration H ′ in the Diameter instance G cannot have length 2k − 2. Thus, when A has k orthogonal vectors,
the Diameter of G is at least 2k − 1. This completes the proof.
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A Main theorem for k = 5

In this section, we prove Theorem 1.1 (again) for k = 5. This proof shows how the k = 4 proof in
Section 3 can be easily modified to give a hardness reduction for k = 5. We include this proof because it
is simpler than the k = 5 instantiation of the general-k proof in Section 5, so it may help to reader gain
intuition for the general construction. To avoid confusion, we highlight the main differences between the
proof in this section and the general proof specialized to k = 5.

• In the general proof specialized to k = 5, vertices have up to three stacks. In this proof, vertices have
up to two stacks. This difference is the main simplification.

• To make this simplification work, we include “coordinate change edges” (as in the k = 4 proof). By
contrast, the general proof does not have such edges.
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• To make this simplification work, we also let coordinate arrays constrain stacks differently. In the
general construction, if a coordinate array x constrains two stacks S and S′, that means both S and S′

satisfy x. Here, we only require S ◦ S′ or S′ ◦ S to satisfy x.

Theorem A.1. Assuming SETH, for all ε > 0 a (95 − ε)-approximation of Diameter in unweighted, undi-
rected graphs on n vertices needs n5/4−o(1) time.

Proof. Start with a 5-OV instance Φ given by a set A ⊂ {0, 1}d with |A| = nOV and d = c log nOV . We
can check in time n4OV where there are 4 orthogonal vectors inA, if so, we know Φ has 5 orthogonal vectors,
so assume otherwise. We construct a graph with Õ(n4OV ) vertices and edges from the 5-OV instance such
that (1) if Φ has no solution, any two vertices are at distance 5, and (2) if Φ has a solution, then there exists
two vertices at distance 9. Any (9/5 − ε)-approximation for Diameter distinguishes between graphs of
diameter 5 and 9. Since solving Φ needs n5−o(1)OV time under SETH, a 9/5 − ε approximation of diameter
needs n5/4−o(1) time under SETH.

Construction of the graph The vertex set L1 ∪ L2 is defined on

L1 = {(a, b, c, d) ∈ A4},
L2 =

{
({S1, S2}, x, y) : S1, S2 are stacks with |S1|+ |S2| = 3,

x, y ∈ [d]3 are coordinate arrays such that

S1 ◦ S2 satisfies x and S2 ◦ S1 satisfies y, OR

S1 ◦ S2 satisfies y and S2 ◦ S1 satisfies x
}

Throughout, we identify tuples (a, b, c, d) and ({S1, S2}, x, y) with vertices of G, and we denote vertices
in L1 and L2 by (a, b, c)L1 and ({S1, S2}, x, y)L2 respectively. The (undirected unweighted) edges are the
following.

• (L1 to L2) Edge between (a, b, c, d)L1 and ({(a, b, c), ()}, x, y)L2 if stack (a, b, c, d) satisfies both x
and y.

• (vector change in L2) For some vector a ∈ A and stacks S1, S2 with |S1| ≥ 1, an edge between
({S1, S2}, x, y)L2 and ({popped(S1), S2 + a}, x, y)L2 if both vertices exist.

• (vector change in L2, part 2) For some vector a ∈ A and stacks S1, S2 with |S1| ≥ 1, an edge between
({S1, S2}, x, y)L2 and ({popped(S1) + a, S2}, x, y)L2 if both vertices exist.

• (coordinate change in L2) Edge between ({S1, S2}, x, y)L2 and ({S1, S2}, x′, y′)L2 if both vertices
exist.

There are n4OV vertices in L1 and at most n3OV d8 vertices in L2. Note that each vertex of L1 has O(d8)
neighbors, each vertex of L2 has O(nOV + d) neighbors. The total number of edges and vertices, and thus
the construction time, is O(n4OV d8) = Õ(n4OV ). We now show that this construction has diameter 5 when
Φ has no solution and diameter at least 9 when Φ has a solution.

5-OV no solution Assume that the 5-OV instance A ⊂ {0, 1}d has no solution, so that no five (or four or
three or two) vectors are orthogonal. We begin with the following lemma:

Lemma A.2. If stacks (a, b) and (a′) satisfy x, then (a, b, a′) and (a′, a, b) satisfy x. If stacks (a, b) and
(a′, b′) satisfy coordinate array x, then the stack (a, b, b′) satisfies coordinate array x. If stacks (e′, a′, b′)
and (a) satisfy coordinate array x, then stack (a, a′, b′) satisfies coordinate array x.

28



Proof. For the first item, (a, b, a′) satisfies x because (a, b) satisfies x and a′ is 1 in every coordinate of
x. Similarly, (a′, a, b) satisfies x because a and a′ are 1 in every coordinate of x, and b is 1 in at least 3
coordinates of x.

For the second item, since (a, b) and (a′, b′) satisfy x, we have a[x[i]] = 1 for i ∈ [4], and there
exists I2, J2 ⊂ [4] of size 3 such that b[x[i]] = 1 for i ∈ I2 and b′[x[i]] = 1 for i ∈ J2. We have
|I2 ∩ J2| = |I2| + |J2| − |I2 ∪ J2| ≥ 3 + 3 − 4 = 2. Thus, I1 ⊃ I2 ⊃ (I2 ∩ J2) certifies that (a, b, b′)
satisfies x.

For the third item, because stack (e′, a′, b′) satisfies x, there exists [4] = I1 ⊃ I2 ⊃ I3 with a′[x[i]] = 1
for i ∈ I2 and b′[x[i]] = 1 for i ∈ I3. Since a[x[i]] = 1 for all i ∈ [4], we thus have I1 ⊃ I2 ⊃ I3 certifies
that (a, a′, b′) satisfies x. �

We show that any pair of vertices have distance at most 4, by casework on which of L1, L2 the two
vertices are in.

• Both vertices are in L1: Let the vertices be (a, b, c, d)L1 and (a′, b′, c′, d′)L1 . By Lemma 2.4 there
exists coordinate array x satisfied by both stacks (a, b, c, d) and (a′, b′, c′, d′). Then

(a, b, c, d)L1 − ({(), (a, b, c)}, x, x)L2

− ({(a, b), (a′)}, x, x)L2

− ({(a), (a′, b′)}, x, x)L2

− ({(), (a′, b′, c′)}, x, x)L2 − (a′, b′, c′, d′)L1

is a valid path. Indeed, the first edge and second vertex are valid because (a, b, c, d) satisfies x (and
thus, by Lemma 2.3, stack (a, b, c) satisfies x). By the same reasoning the last edge and fifth vertex
are valid. The third vertex is valid because (a) and (a′, b′) both satisfy x and thus both (a, a′, b′) and
(a′, b′, a) satisfy x by the first part of Lemma A.2. By the same reasoning, the fourth vertex is valid.

• One vertex is in L1 and the other vertex is in L2 with stacks of size 1 and 2: Let the vertices be
(a, b, c, d)L1 and ({(a′, b′), (e′)}, x′, y′)L2 . By Lemma 2.4, there exists a coordinate array x that is
satisfied by stacks (a, b, c, d) and (a′, b′, e′), and there exists a coordinate array y satisfied by both
stacks (a, b, c, d) and (e′, a′, b′). We claim the following is a valid path:

(a, b, c, d)L1 − ({(a, b, c), ()}, x, y)L2

− ({(a′), (a, b)}, x, y)L2

− ({(a′, b′), (a)}, x, y)L2

− ({(a′, b′), (e′)}, x, y)L2 − ({(a′, b′), (e′)}, x′, y′)L2 .

The first edge and second vertex are valid because (a, b, c, d) satisfies x.

For the third vertex, we have (a, b, c, d) and (a′, b′, e′) satisfy coordinate array x, so by Lemma 2.3,
stacks (a, b) and (a′) satisfy coordinate array x. Then by the first part of Lemma A.2, stack (a′, a, b)
satisfies x. Similarly, (a, b, c, d) and (e′, a′, b′) satisfy coordinate array y, so stacks (a, b) and (e′, a′)
satisfy coordinate array y, so by the second part of Lemma A.2, stack (a, b, a′) satisfies y. Thus, the
third vertex ({(a′), (a, b)}, x, y)L2 is valid.

For the fourth vertex, we similarly have stacks (a′, b′) and (a) satisfy x, so stack (a′, b′, a) satisfy
y. Additionally, stacks (e′, a′, b′) and (a) satisfy y so (a, a′, b′) satisfies y. Thus the fourth vertex
({(a′, b′), (a)}, x, y)L2 is valid.
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The fifth vertex ({(a′, b′), (e′)}, x, y)L2 is valid because (a′, b′, e′) satisfies x and (e′, a′, b′) satisfy y
by construction of x and y.

Hence, this is a valid path.

• Both vertices are inL2 and have two stacks of size 1 and 2: Let the vertices be ({(a, b), (e)}, x′, y′)L2

and ({(a′, b′), (e′)}, x′′, y′′)L2 . By Lemma 2.4, there exists a coordinate array x that is satisfied by
(a, b, e) and (e′, a′, b′), and there exists a coordinate array y satisfied by both stacks (e, a, b) and
(a′, b′, e′). Then the following is a valid path:

({(a, b), (e)}, x′, y′)L2 − ({(a, b), (e)}, x, y)L2

− ({(a, b), (a′)}, x, y)L2

− ({(a), (a′, b′)}, x, y)L2

− ({(e′), (a′, b′)}, x, y)L2 − ({(a′, b′), (e′)}, x′′, y′′)L2 .

By construction of coordinate arrays x and y, vertices ({(a, b), (e)}, x, y)L2 and ({(a′, b′), (e′)}, x, y)L2

are valid. We now show vertex ({(a, b), (a′)}, x, y)L2 is valid, and the fact that vertex ({(a), (a′, b′)}, x, y)L2

is valid follows by a symmetric argument. We have stacks (a, b) and (e′, a′) satisfy x, so (a, b, a′)
satisfies x by the second part of Lemma A.2. Furthermore (e, a, b) and (a′) satisfy y, so stack (a′, a, b)
satisfies y by the third part of Lemma A.2.

• One vertex is in L2 with two stacks of size 3 and 0: For every vertex u = ({(a, b, c), ()}, x, y)L2 in
L2 with stacks of size 3 and 0, any vertex of the form v = (a, b, c, d)L1 in L1 has the property that the
neighborhood of u is a superset of the neighborhood of v (by consider coordinate change edges from
u). Thus, any vertex that v can reach in 5 edges can also be reached by u is 5 edges. In particular,
since any two vertices in L1 are at distance at most 5, any vertex in L1 is distance at most 5 from any
vertex in L2 with stacks of size 3 and 0. Applying a similar reasoning, any two vertices in L2 with
stacks of size 3 and 0 are at distance at most 5, and any vertex in L2 with stacks of size 3 and 0 is
distance at most 5 from any vertex in L2 with stacks of size 2 and 1.

We have thus shown that any two vertices are at distance at most 5, proving the diameter is at most 5.

5-OV has solution Now assume that the 5-OV instance has a solution. That is, assume there exists
a1, a2, a3, a4, a5 ∈ A such that a1[i] · a2[i] · a3[i] · a4[i] · a5[i] = 0 for all i. Since we assume there
are no 4 orthogonal vectors, we may assume that a1, a2, a3, a4, a5 are pairwise distinct.

Suppose for contradiction there exists a path of length at most 8 from u0 = (a1, a2, a3, a4)L1 to
u6 = (a5, a4, a3, a2)L1 . Since all vertices in L2 have self-loops with trivial coordinate-change edges,
we may assume the path has length exactly 8. Let the path be u0 = (a1, a2, a3, a4)L1 , u1, . . . , u8 =
(a5, a4, a3, a2)L1 . We may assume the path never visits L1 except at the ends: if ui = (S)L1 ∈ L1,
then ui−1 = ({popped(S), ()}, x, y)L2 and ui+1 = ({popped(S), ()}, x′, y′)L2 are in L2, and in particular
ui−1 and ui+1 are adjacent by a coordinate change edge, so we can replace the path ui−1 − ui − ui+1 with
ui−1 − ui+1 − ui+1, where the last edge is a self-loop.

For i = 1, 2, 3, 4, let pi denote the largest index such that u0, u1, . . . , upi all contain a stack that has
stack (a1, . . . , ai) as a substack. In this way, p4 = 0. For i = 1, . . . , 4, let qi be the smallest index such
that vertices uqi , . . . , u8 all contain a stack with stack (a5, . . . , a6−i) as a substack. In this way, q4 = 8. We
show that,

Claim A.3. For i = 1, . . . , 4, between vertices upi and uq5−i , there must be a coordinate change edge.
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Proof. Suppose for contradiction there is no coordinate change edge between upi and uq5−i .
First, consider i = 4. Here, upi = u0 = (a1, a2, a3, a4)L1 . Then, uq1 is a vertex of the form

({S1, S2}, x, y) where (a5) is a substack of S1. Since there is no coordinate change edge, we must have
u1 = ({(a1, a2, a3), ()}, x, y) for the same coordinate arrays x and y, so stack (a1, a2, a3, a4) satisfies both
x and y. Then S1, and thus (a5), satisfies one of x and y, so there is some coordinate array satisfied by
both (a1, a2, a3, a4) and (a5), which is a contradiction of Lemma 2.5 By a similar argument, we obtain a
contradiction with i = 1.

Now suppose i = 3. Vertex up3 is of the form ({(a1, a2, a3), ()}, x, y). Then stack (a1, a2, a3) satisfies
both coordinate arrays x and y. Vertex uq2 is of the form ({S′1, S′2}, x, y) where (a5, a4) is a substack of S′1.
Then stack S′1 ◦ S′2 satisfies one of x or y, and thus (a5, a4), a substack of S′1 ◦ S′2, satisfies one of x or y.
Thus, there is some coordinate array satisfied by both (a5, a4) and (a1, a2, a3), which is a contradiction of
Lemma 2.5. By a similar argument, we obtain a contradiction with i = 2.

Thus, we have shown that for all i = 1, . . . , 4, there must be a coordinate change edge between upi and
uq5−i . �

Since coordinate change edges do not change any vectors, by maximality of pi, the edge upiupi+1 cannot
be a coordinate change edge for all i = 1, . . . , 4. Similarly, by minimality of qi, the edge uqi−1uqi cannot
be a coordinate change edge for all i = 1, . . . , 4.

Consider the set of edges

up4up4+1, up3up3+1, up2up2+1, up1up1+1, uq4−1uq4 , uq3−1uq3 , uq2−1uq2 , uq1−1uq1 . (2)

By above, none of these edges are coordinate change edges. These edges are among the 8 edges u0u1, . . . , u7u8.
Additionally, the edges upiupi+1 for i = 1, . . . , 4 are pairwise distinct, and the edges uqi−1uqi for i =
1, . . . , 4 are pairwise distinct. Edge up4up4−1 cannot be any of uqi−1uqi for i = 1, . . . , 4, because we as-
sume our orthogonal vectors a1, a2, a3, a4, a5 are pairwise distinct and up4−1 = u1 does not have any stack
containing vector a5. Similarly, uq4−1uq4 cannot be any of upiupi+1 for i = 1, . . . , 4. Thus, the edges in (2)
have at least 5 distinct edges, so our path has at most 3 coordinate change edges. By Claim A.3, there must
be at least one coordinate change edge. We now casework on the number of coordinate change edges.

Case 1: the path u0, . . . , u8 has one coordinate change edge. By Claim A.3, since vertex up4 = u0 is
before the coordinate change edge, edge uq1−1uq1 must be after the coordinate change edge, and similarly
edge up1up1+1 must be before the coordinate change edge. Then all of the edges in (2) are pairwise distinct,
so then the path has 8 edges from (2) plus a coordinate change edge, for a total of 9 edges, a contradiction.

Case 2: the path has two coordinate change edges. Again, by Claim A.3, for i = 1, . . . , 4, edges
uqi−1uqi must be after the first coordinate change edge, and edge upiupi+1 must be before the second
coordinate change edge. Since we have 8 edges total, we have at most 6 distinct edges from (2), so there
must be at least two pairs (i, j) such that the edges upiupi+1 and uqj−1uqj are equal, and by above this edge
must be between the two coordinate change edges. Thus, each of up4up4+1, up3up3+1, up2up2+1, up1up1+1

and uq4−1uq4 , uq3−1uq3 , uq2−1uq2 , uq1−1uq1 have at least two edges between the two coordinate change
edges. This means that vertices up2 , up1 , uq2 , uq1 are all between the two coordinate change edges. By
Claim A.3, vertices up3 and uq3 cannot be between the two coordinate change edges. Thus, we must have
up1up1+1 = uq2−1uq2 and up2up2+1 = uq1−1uq1 . Since we use at most 8 edges total and exactly 6 distinct
edges from (2), we have q1 = p1 = p2 + 1 = q2 − 1. However, this is impossible, because that means node
up1 = uq1 has two stacks, one containing vector a1 and one containing vector a5. By maximality of p1, the
stack containing vector a1 has no other vectors, and by minimality of q1, the stack containing vector a5 has
no other vectors, so vertex up1 = uq1 has two stacks with a total of only two vectors, a contradiction of the
definition of a vertex in L2.
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Case 3: the path has three coordinate change edges. Since the distinct edges of (2) are

up4up4+1, up3up3+1, up2up2+1, up1up1+1, uq4−1uq4 , (3)

we must have

up3up3+1 = uq1−1uq1

up2up2+1 = uq2−1uq2

up1up1+1 = uq3−1uq3

Hence, by Claim A.3, there must be a coordinate change edge between any two edges in (3), so we must
have four coordinate change edges, a contradiction.

This proves that there cannot be a length 8 path from (a1, a2, a3, a4) to (a5, a4, a3, a2), showing that the
diameter is at least 9, as desired.

�
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