
ar
X

iv
:2

01
2.

15
34

7v
1 

 [
m

at
h.

L
O

] 
 3

0 
D

ec
 2

02
0

Satisfiability problems on sums of Kripke frames

Ilya B. Shapirovsky

New Mexico State University, USA
Institute for Information Transmission Problems of Russian Academy of Sciences

January 1, 2021

Abstract

We consider the operation of sum on Kripke frames, where a family of frames-summands
is indexed by elements of another frame. In many cases, the modal logic of sums inherits the
finite model property and decidability from the modal logic of summands [BR10], [Sha18].
In this paper we show that, under a general condition, the satisfiability problem on sums is
polynomial space Turing reducible to the satisfiability problem on summands. In particular,
for many modal logics decidability in PSpace is an immediate corollary from the semantic
characterization of the logic.

Keywords: sum of Kripke frames, finite model property, decidability, Turing reduction,
PSPACE, Japaridze’s polymodal logic, lexicographic product of modal logics, lexicographic
sum of modal logics

1 Introduction

In classical model theory, there is a number of results (“composition theorems”) that reduce
the theory (first-order, MSO) of a compound structure (e.g., sum or product) to the theories
of its components, see, e.g., [Mos52, FV59, She75, Gur79] or [Gur85]. In this paper we use the
composition method in the context of modal logic.

Given a family (Fi | i in I) of frames (structures with binary relations) indexed by elements
of another frame I, the sum of the frames Fi’s over I is obtained from their disjoint union by
connecting elements of i-th and j-th distinct components according to the relations in I. Given
a class F of frames-summands and a class I of frames-indices,

∑

I F denotes the class of all
sums of Fi’s in F over I in I.

In many cases, this operation preserves the finite model property and decidability of the
logic of summands [BR10], [Sha18]. In this paper we show that transferring results also hold
for the complexity of the modal satisfiability problems on sums. In particular, it follows that
for many logics PSpace-completeness is an immediate corollary of semantic characterization.

It is a classical result by R. Ladner that the decision problem for the logic of (finite) preorders
S4 is in PSpace [Lad77]. In [Sha08], it was shown that the polymodal provability logic GLP is
also decidable in PSpace. In spite of the significant difference between these two logics, there
is a uniform proof for both these two particular systems, as well as for many other important
modal logics: the general phenomenon is that the modal satisfiability problem on sums over
Noetherian (in particular, finite) orders is polynomial space Turing reducible to the modal
satisfiability problem on summands. In the case of S4 these summands are frames of form
(W,W ×W ) with the satisfiability problem being in NP, so in PSpace. And hence, S4 is in
PSpace. In the case of GLP, the class of summands is even simpler: the only summand required
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is an irreflexive singleton [Bek10]. (We will discuss these and other examples in Sections 4.5,
5.3, 5.4.)

The paper has the following structure. Sections 2 contains preliminary material. Section
3 is about truth-preserving operations on sums of frames; it contains necessary tools for the
complexity results, and also quotes recent results on the finite model property. This section
is based on [Sha18]. The central Section 4 is about complexity. The reduction between sums
and summands is described in Theorem 9 and in its more technical (but more tunable) version
Theorem 15; these are the main results of the paper. This section elaborates earlier works
[Sha08, Sha05] (in particular, our new results significantly generalize and simplify Theorems
22 and 35 in [Sha08]). In Section 5 we discuss modifications of the sum operation: (iterated)
lexicographic sums of frames, which are important in the context of provability logics [Bek10];
lexicographic products of frames, earlier studied in [Bal09, Bal10, BM13, BFD16]; the operation
of refinement of modal logics introduced in [BR10]. Further results and directions are discussed
in Section 6.

2 Preparatory syntactical and semantical definitions

Let A ≤ ω. The set ML(A) of modal formulas over A (or A-formulas, for short) is built
from a countable set of variables PV = {p0, p1, . . .} using Boolean connectives ⊥,→ and unary
connectives ♦a, a < A (modalities). The connectives ∨,∧,¬,⊤,✷a are defined as abbreviations
in the standard way, in particular ✷aϕ is ¬♦a¬ϕ.

An (A-)frame is a structure F = (W, (Ra)a<A), where W 6= ∅ and Ra ⊆W×W for a < A.
A (Kripke) model on F is a pair M = (F, θ), where θ : PV → 2W . We write dom(F) for W ,
which is called the domain of F. We write u ∈ F for u ∈ dom(F). For u ∈ W , V ⊆ W , we put
Ra(u) = {v | uRav}, Ra[V ] = ∪v∈VRa(v).

The truth relation in a model is defined in the usual way, in particular M, w |= ♦aϕ means
that M, v |= ϕ for some v in Ra(w). A formula ϕ is satisfiable in a model M if M, w |= ϕ for
some w in M. A formula is satisfiable in a frame F (in a class F of frames) if it is satisfiable
in some model on F (in some model on a frame in F). ϕ is valid in a frame F (in a class F of
frames) if ¬ϕ is not satisfiable in F (in F). Validity of a set of formulas means validity of every
formula in this set.

The notions of p-morphism, generated subframe and submodel are defined in the standard
way, see e.g. [GKWZ03, Section 1.4]. The notation F ։ G means that G is a p-morphic image
of F; F ∼= G means that F and G are isomorphic.

A (propositional normal modal) logic is a set L of formulas that contains all classical tau-
tologies, the axioms ¬♦a⊥ and ♦a(p0 ∨ p1) → ♦ap0 ∨ ♦ap1 for each a in A, and is closed under
the rules of modus ponens, substitution and monotonicity (if ϕ→ ψ ∈ L, then ♦aϕ→ ♦aψ ∈ L,
for each a in A).

The set LogF of all formulas that are valid in a class F of A-frames is a logic (see, e.g.,
[CZ97]); it is called the logic of F ; such logics are called Kripke complete. A logic has the finite
model property if it is the logic of a class of finite frames (a frame is finite, if its domain is).
FrL denotes the class of all frames validating L.

Remark that for a Kripke complete logic, its decision problem is the validity problem on
the class of all its frames (or on any other class F such that L = Log(F)). The dual problem
is the satisfiability: Sat(F) is the set of all satisfiable in F formulas (in the signature of F).
Remark that for the class PSpace (as well as for any other deterministic complexity class),
SatF ∈ PSpace iff LogF ∈ PSpace.
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Natural numbers are considered as finite ordinals. Given a sequence v = (v0, v1, . . .), we
write v(i) for vi.

3 Sums

We fix A ≤ ω for the alphabet and consider the language ML(A).
Consider a non-empty family (Fi)i∈I of A-frames Fi = (Wi, (Ri,a)a∈A). The disjoint union

of these frames is the A-frame
⊔

i∈I Fi = (
⊔

i∈IWi, (Ra)a∈A), where
⊔

i∈IWi =
⋃

i∈I({i} ×Wi)
is the disjoint union of sets Wi, and

(i, w)Ra(j, v) iff i = j&wRi,av.

Suppose that I is the domain of another A-frame I = (I, (Sa)a∈A).

Definition 1. The sum of the family (Fi)i∈I of A-frames over the A-frame I = (I, (Sa)a∈A) is
the A-frame

∑

i∈I Fi = (
⊔

i∈IWi, (R
Σ
a )a∈A), where

(i, w)RΣ
a (j, v) iff i = j&wRi,av or i 6= j& iSaj.

The sum of models
∑

i∈I (Fi, θi) is the model (
∑

i∈I Fi, θ), where (i, w) ∈ θ(p) iff w ∈ θi(p).
For classes I, F of A-frames, let

∑

I F be the class of all sums
∑

i∈I Fi such that I ∈ I and
Fi ∈ F for every i in I.

Remark 1. We do not require that Sa’s are partial orders or even transitive relations. Also, we
note that the relations RΣ

a are independent of reflexivity of the relations Sa: if I
′ = (I, (S′

a)a∈N ),
where S′

a is the reflexive closure of Sa for each a ∈ A, then
∑

i∈I Fi =
∑

i∈I′ Fi.

Example 1 (Skeleton and clusters). A cluster is a frame of the form (W,W ×W ).
Let F = (W,R) be a preorder. The skeleton of F is the partial order skF = (W,≤R), where

W is the quotient set of W by the equivalence R ∩ R−1, and for C,D ∈ W , C ≤R D iff
∃w ∈ C ∃v ∈ D wRv. The restriction of F on an element of W is called a cluster in F.

It is easy to see that every preorder F is isomorphic to the sum
∑

C∈skF (C,C × C) of its
clusters over its skeleton.

Example 2. Suppose that F = (W,R) satisfies the property of weak transitivity
xRzRy ⇒ xRy ∨ x = y. Let I be the skeleton of the preorder (W,R∗), where R∗ is the transitive
reflexive closure of R. Then F is isomorphic to a sum

∑

i∈I Fi such that every Fi = (Wi, Ri)
satisfies the property x 6= y ⇒ xRiy.

3.1 Basic truth-preserving operations

The theorem below is a collection of facts illustrating how sums interact with p-morphisms,
generated subframes, and disjoint unions. Their proofs are straightforward from definitions, see
[Sha18] for the details.

Theorem 1 ([Sha18]).

1. Let I be an A-frame, (Fi)i∈I is a sequence of A-frames. If J is a generated subframe of I,
then

∑

i∈J Fi is a generated subframe of
∑

i∈I Fi.

2. Let I, J be A-frames, (Fi)i∈I, (Gj)j∈J families of A-frames. Suppose that all the relations
in J are irreflexive.

(a) If f : I ։ J and Fi ։ Gf(i) for all i in I, then
∑

i∈I Fi ։
∑

j∈J Gj.
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(b) If I = J and Fi ։ Gi for all i in I, then
∑

i∈I Fi ։
∑

i∈I Gi.

(c) If f : I ։ J, then
∑

i∈I Gf(i) ։
∑

j∈J Gj.

3. (a) Let I be an A-frame, (Ji)i∈I a family of A-frames, and (Fij)i∈I,j∈Ji a family of A-
frames. Then

∑

i∈I

∑

j∈Ji

Fij
∼=

∑

(i,j)∈
∑

k∈I
Jk

Fij.

(b) Let I be a non-empty set, (Ji)i∈I a family of A-frames, and (Fij)i∈I,j∈Ji a family of
A-frames. Then

⊔

i∈I

∑

j∈Ji

Fij
∼=

∑

(i,j)∈
⊔

k∈IJk

Fij.

(c) Let I be an A-frame, (Ji)i∈I a family of non-empty sets, and (Fij)i∈I,j∈Ji a family of
A-frames. Then

∑

i∈I

⊔

j∈Ji
Fij

∼=
∑

(i,j)∈
∑

k∈I
(Jk,(∅)A)

Fij,

where (∅)A denotes the sequence of length A in which every element is the empty
set.

3.2 Interchangeable summands

Classes of A-frames F and G are said to be interchangeable, in symbols F ≡ G, if F and G have
the same modal logic in the language enriched with the universal modality. Formally, for an
A-frame F = (W, (R0, R1, . . .)), let F(∀) be the (1 + A)-frame (W, (W ×W,R0, R1, . . .)). For a
class F of A-frames, F [∀] = {F[∀] | F ∈ F}. We put

F ≡ G if LogF (∀) = Log G(∀).

In [Sha18], it was shown that if F and G are interchangeable, then for every class I of
A-frames, the logics of sums

∑

I F and
∑

I G are equal; moreover, these classes of sums are
interchangeable again, thus we have Log

∑

J (
∑

I F) = Log
∑

J (
∑

I G) for any other class of
frames-indices J , and so on.

Theorem 2 ([Sha18]). Let I, F , G be classes of A-frames. If F ≡ G, then
∑

I F ≡
∑

I G.

In particular, it follows that if the logic of the class F (∀) has the finite model property, then
the logic of the class of sums

∑

I F is equal to the logic of the class of sums
∑

I G, where G is
a class of finite frames.

3.3 Decomposition of sums

To reduce satisfiability in sums to the satisfiability in summands, we will use an auxiliary notion:
satisfiability under conditions.

Definition 2. A sequence Γ = (Γa)a∈A, where Γa are sets of A-formulas, is called a condition
(in the language ML(A)).

Consider a model M = (W, (Ra)a∈A, θ), w in M. By induction on the length of an A-
formula ϕ, we define the relation M, w |=Γ ϕ (“under the condition Γ, ϕ is true at w in M”):
as usual, M, w 6|=Γ ⊥, M, w |=Γ p iff M, w |= p for a variable p, M, w |=Γ ϕ→ ψ iff M, w 6|=Γ

ϕ or M, w |=Γ ψ; for a ∈ A,

M, w |=Γ ♦aϕ iff ϕ ∈ Γa or ∃v ∈ Ra(w) M, v |=Γ ϕ.
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In particular, if all Γa are empty, then we have the standard notion of truth in a Kripke
model:

M, w |=(∅)A ϕ iff M, w |= ϕ,

where (∅)A denotes the condition consisting of empty sets. The truth under conditions is
respected by the standard operations on Kripke models:

Proposition 3. Let Γ be a condition, ϕ a formula.

1. If M′ is a generated submodel of M, then M′, w |=Γ ϕ iff M, w |=Γ ϕ for every every w in
M′.

2. If M =
⊔

i∈I Mi, then M, (i, w) |=Γ ϕ iff Mi, w |=Γ ϕ for every i in I and every w in Mi.

3. If f : M ։ M′, then M, w |=Γ ϕ iff M′, f(w) |=Γ ϕ for every w in M.

Proof. This proof completely reflects the proof of these facts for the standard truth relation in
Kripke models and can be obtained by a straightforward induction of the length of ϕ.

Let sub(ϕ) be the set of all subformulas of ϕ. We put

ϕ[M,Γ] = {ψ ∈ sub(ϕ) | M, v |=Γ ψ for some v}.

In particular, ϕ[M, (∅)A] is the set of all subformulas of ϕ that are satisfiable in M.
A triple (ϕ,Φ,Γ), where Φ ⊆ sub(ϕ), is called a tie. A tie (ϕ,Φ,Γ) is satisfiable in a frame F

(in a class F of frames) if there exists a model M on F (on a frame in F) such that Φ = ϕ[M,Γ].
Hence, we have:

Proposition 4. A formula ϕ is satisfiable in a class F of frames iff there exists Φ ⊆ sub(ϕ)
such that ϕ ∈ Φ and the tie (ϕ,Φ, (∅)A) is satisfiable in F .

In other words, if the same ties are satisfiable in classes F and G, then their logics coincide.
Moreover, the following holds:

Theorem 5 ([Sha18]). Let F and G be classes of A-frames. The following are equivalent:

• A tie is satisfiable in F iff it is satisfiable in G.

• A formula is satisfiable F (∀) iff it is satisfiable in G(∀).

The latter condition means that the logics of F (∀) and G(∀) are equal, i.e., F ≡ G.

Definition 3. Let V be a set of elements of a model M = (W, (Ra)a∈A, θ). Given a formula ϕ
and a condition Γ, let ∆ be the condition defined as follows: for a ∈ A,

∆(a) = Γ(a) ∪ {χ ∈ sub(ϕ) | ∃w ∈ Ra[V ]\V M, w |=Γ χ}.

∆ is called the external condition of V in M with respect to ϕ and Γ.

Lemma 6 ([Sha18]). Consider a sum of models M =
∑

I
Mi, i in I, and the set V = {i} ×

dom(Mi). If ∆ is the external condition of V in M with respect to some given ϕ, Γ, then for
all v in Mi, χ in sub(ϕ),

M, (i, v) |=Γ χ iff Mi, v |=∆ χ. (1)
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Lemma 7 below is a particular corollary of Lemma 6. It will be important for the proofs of
our complexity results.

Consider a ∈ A and models M0, M1. The model M0 +
aM1 is obtained from the disjoint

union of M0 and M1 by adding all the pairs of form ((0, w), (1, v)) to the a-th relation; that is,
in our general notation, M0+

aM1 =
∑a

(2,<)Mi.
For an A-condition Γ = (Γ0, . . . ,ΓA−1) and a set of A-formulas Ψ, we put Γ∪aΨ =

(Γ′
0, . . . ,Γ

′
A−1), where Γ′

a = Γa ∪Ψ, and Γ′
b = Γb for b 6= a.

Lemma 7. For A-models M0,M1, an A-formula ϕ, an A-condition Γ, and a ∈ A, we have

ϕ[M0 +
a
M1,Γ] = ϕ[M0,Γ∪a ϕ[M1,Γ]] ∪ ϕ[M1,Γ]. (2)

Proof. Put ∆ = Γ∪a ϕ[M1,Γ]. By Lemma 6, we have for every w in M0, every v in M1, and
every χ ∈ sub(ϕ):

M0+
a
M1, (0, w) |=Γ χ iff M0, w |=∆ χ,

M0 +
a
M1, (1, v) |=Γ χ iff M1, v |=Γ χ.

Now (2) follows.

3.4 Sums over Noetherian orders

Definition 4. Consider a unimodal frame I = (I, S) and a family (Fi)i∈I of A-frames (or A-
models). For a ∈ N , the a-sum

∑a
I
Fi is the sum

∑

I′
Fi, where I′ is the A-frame whose domain

is I, the a-th relation is S and other relations are empty. If F is a class of A-frames, I is a class
of 1-frames, then

∑a
I F is the class of all sums

∑a
I
Fi, where I ∈ I and all Fi are in F .

A strict partial order (I,<) is Noetherian (or converse well-founded) if it has no infinite
ascending chains. Let NPO be the classes of all non-empty Noetherian partial orders (we say
that a partial order is non-empty, if its domain is).

A strict partial order (I,<) is called a (transitive irreflexive) tree if it has a least element
(the root) and for all i ∈ I the set {j | j < i} is a finite chain. Let Trf be the class of all finite
trees.

Consider a finite tree I = (I,<). The branching of i in I, denoted by (
¯
i, I), is the number of

immediate successors of i (j is an immediate successor of i, if i < j and there is no k such that
i < k < j); the branching of I, denoted by (

¯
I), is max {(

¯
i, I) | i in I}. The height of I, denoted

by ht(I), is max {|V | | V is a chain in I}. For h, b ∈ ω, let Tr(h, b) be the class of all finite trees
with height ≤ h and branching ≤ n:

Tr(h, b) = {I ∈ Trf | ht(I) ≤ h&(
¯
I) ≤ b}.

Let
⊔

F be the class of frames of form
⊔

I Fi, where I is a non-empty set, Fi ∈ F for all
i ∈ I, and let

⊔

≤kF be the class of such frames with 0 < |I| ≤ k. Likewise for
⊔

<kF .
Let #ϕ denote the number of subformulas of a formula ϕ.

Theorem 8 ([Sha18]). Let F be a class of A-frames, a ∈ A, I a class of Noetherian orders
containing all finite trees.

1. We have Log
∑a

NPOF = Log
∑a

Trf
F = Log

∑a
I F . Moreover, for every A-formula ϕ we

have:
ϕ is satisfiable in

∑a

NPO
F iff ϕ is satisfiable in

∑a

Tr(#ϕ,#ϕ)
F .
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2. Assume that I is closed under finite disjoint unions. Then

∑a

NPO
F ≡

∑a

Trf
F ≡

∑a

I
F .

Moreover, for every A-tie τ = (ϕ,Φ,Γ) we have:

τ is satisfiable in
∑a

NPO
F iff τ is satisfiable in

⊔

≤#ϕ

∑a

Tr(#ϕ,#ϕ)
F .

This theorem will be the crucial semantic tool for the complexity results.

4 Complexity

The main goal of this section is to show that the modal satisfiability problem on sums over
Noetherian orders is polynomial space Turing reducible to the modal satisfiability problem on
summands.

For problems A and B, we put A ≤PSpace
T B if there exists a polynomial space bounded

oracle deterministic machine M with oracle B that recognizes A [SG77] (it is assumed that
every tape of M , including the oracle tape, is polynomial space bounded).

Theorem 9. Let a < A < ω, F a class of A-frames, I a class of Noetherian orders containing
all finite trees. Then:

1. Sat
∑a

I F ≤PSpace
T SatF (∀).

2. If also I is closed under finite disjoint unions, then Sat(
∑a

I F)(∀) ≤PSpace
T SatF (∀).

This theorem will be proven in Section 4.3. For technical reasons, first we will address
complexity of the conditional satisfiability problem. Let A be finite, F a class of A-frames.
We shall be interested whether a given tie (ϕ,Φ,Γ) is satisfiable in F . The following simple
observation shows that, w.l.g., we may assume that every Γ(a), a < A, consists of subformulas
of ϕ, and hence that Γ is a finite sequence of finite sets:

Proposition 10. A tie (ϕ,Φ, (Γa)a∈A) is satisfiable in a class F iff (ϕ,Φ, (sub(ϕ)∩Γa)a∈A) is.

Proof. It is immediate from Definition 2 that if Γ(a) ∩ sub(ϕ) = ∆(a) ∩ sub(ϕ) for all a ∈ A,
then for every model M and every w in M we have M, w |=Γ ϕ iff M, w |=∆ ϕ.

The conditional satisfiability problem on F is to decide whether a given tie (ϕ,Φ,Γ) such
that Γ ⊆ sub(ϕ)A is satisfiable in F . In symbols,

CSatF = {(ϕ,Φ,Γ) | ϕ is an A-formula & Φ ⊆ sub(ϕ) & Γ ⊆ sub(ϕ)A & the tie (ϕ,Φ,Γ) is satisfiable in F}.

In the next Section 4.1 we will describe a decision procedure for the conditional satisfiability
problem on sums over Noetherian orders

∑a
NPOF with the oracle CSatF . Next, in Section

4.2, we will describe reductions between CSatF and SatF (∀), which will complete the proof of
Theorem 9.
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4.1 Arithmetic of conditional satisfiability

It will be convenient to encode subformulas of a given ϕ as Boolean vectors of length #ϕ,
considered as characteristic functions on sub(ϕ). For A ≤ ω, the set of modal formulas is
linearly ordered by a polynomial time computable relation ⊒ such that if ψ is a subformula of
ϕ, then ϕ ⊒ ψ (e.g., put ϕ ⊒ ψ if ψ is shorter than ϕ, and assume that formulas of the same
length are ordered lexicographically). Let (ψ0, . . . , ψ#ϕ−1) be the ⊒-chain of all subformulas
of ϕ (hence, ψ0 = ϕ); for v ∈ 2#ϕ, we write ϕ[v] for {ψi | v(i) = 1}; similarly, a sequence
U = (ua)a∈A of such vectors represents the condition Γ = (ϕ[ua])a∈A. Hence, for a finite A,
every tie τ = (ϕ,Φ,Γ) with Γ ⊆ sub(ϕ)A is represented by a triple τ ′ = (ϕ,v, (ua)a∈A), where
v,u0, . . .uA−1 ∈ 2#ϕ; this triple is also called a tie. In this case, by the satisfiability of τ ′ we
mean the satisfiability of τ .

Let 0ϕ denote the sequence of length A of zero vectors of length #ϕ (that is, 0ϕ represents
the condition, consisting of empty sets). In view of Proposition 10, we have the following
reformulation of Proposition 4:

Proposition 11. ϕ is satisfiable in F iff there exists v ∈ 2#ϕ such that v(0) = 1 and the tie
(ϕ,v,0ϕ) is satisfiable in F .

For Boolean vectors v = (v0, . . . , vl−1), u = (u0, . . . , ul−1), let v + u be their element-wise
disjunction (max{v0, u0}, . . . ,max{vl−1, ul−1}).

Lemma 12. Let G be a class of A-frames, 0 < b < ω. A tie (ϕ,v,U) is satisfiable in
⊔

≤bG

iff there exist k ≤ b, v0, . . . ,vk−1 ∈ 2#ϕ such that v =
∑

i<k vi and for every i < k the tie
(ϕ,vi,U) is satisfiable in G.

Proof. By Proposition 3, we have ϕ[
⊔

i<kMi,Γ] =
⋃

i<k ϕ[Mi,Γ] for every A-models
M0, . . . ,Mk−1 and every A-condition Γ.

For Boolean vectors v,u0, . . . ,uA−1 of the same length and a ∈ A, we put
(u0, . . . ,uA−1)+

a v = (u′
0, . . . ,u

′
A−1), where u′

a = ua + v, and u′
b = ub for b 6= a.

Similarly to models, for A-frames F0 and F1 and a ∈ A we define F0+
a F1 as

∑a
(2,<) Fi; for

classes F and G of A-frames, let F +a G = {F+a G | F ∈ F &G ∈ G}

Lemma 13. Let F and G be classes of A-frames, a ∈ A. Then a tie (ϕ,v,U) is satisfiable in
F +a G iff there exist v0,v1 ∈ 2#ϕ such that

1. v = v0 + v1, and

2. (ϕ,v0,U+a v1) is satisfiable in CSatF , and

3. (ϕ,v1,U) is satisfiable in CSatG.

Proof. Let M0 be a model on a frame in F , M1 a model on a frame in G. Let Γ be the condition
represented by U, i.e., Γ = (ϕ[U(a)])a∈A , and let Ψ = ϕ[M1,Γ]. By Lemma 7,

ϕ[M0+
a
M1,Γ] = ϕ[M0,Γ∪aΨ] ∪Ψ. (3)

Assume that ϕ[v] = ϕ[M0 +
aM1,Γ]. Consider tuples v0,v1 ∈ 2#ϕ such that ϕ[v0] =

ϕ[M0,Γ∪aΨ], ϕ[v1] = ϕ[M1,Γ]. By (3), ϕ[v] = ϕ[v0] ∪ ϕ[v1], and so v = v0 + v1.
Now assume that ϕ[v0] = ϕ[M0,Γ∪aΨ] and ϕ[v1] = Ψ for some v0,v1 ∈ 2#ϕ. For v =

v0 + v1 we have ϕ[v] = ϕ[v0] ∪ ϕ[v1]. By (3), we have ϕ[v] = ϕ[M0 +M1,Γ].
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Lemma 14. Let F be a class of A-frame, a ∈ A, 0 < h, b < ω. A tie (ϕ,v,U) is satisfiable in
∑a

Tr(h+1,b)F iff it is satisfiable is F , or there exist a positive k ≤ b and u,v0, . . . ,vk−1 ∈ 2#ϕ

such that

1. v = u+
∑

i<k vi, and

2. the tie (ϕ,u,U+a
∑

i<k vi) is satisfiable in F , and

3. for all i < k, the tie (ϕ,vi,U) is satisfiable in
∑a

Tr(h,b)F .

Proof. By the definition of
∑a

Tr(h+1,b)F , the tie τ = (ϕ,v,U) is satisfiable in
∑a

Tr(h+1,b)F iff τ

is satisfiable in F or in F +a G, where G =
⊔

≤b

∑a
Tr(h,b)F .

By Lemma 13, τ is satisifable in F +a G iff there exist u,u′ ∈ 2#ϕ such that v = u + u′,
(ϕ,u,U+a u′) is satisfiable in F , and (ϕ,u′,U) is satisfiable in G. By Lemma 12, (ϕ,u′,U) is
satisfiable in G iff there exist 0 < k ≤ b and v0, . . . ,vk−1 ∈ 2#ϕ such that u′ =

∑

i<k vi, and
for all i < k the tie (ϕ,vi,U) is satisfiable in

∑a
Tr(h,b)F .

This lemma allows to describe the procedure CSatSum (Algorithm 1) which using an oracle
for CSatF decides whether a given tie is satisfiable is

∑a
Tr(h,b)F . Namely, we have:

Theorem 15. Let a < A < ω, F a class of A-frames, (ϕ,v,U) an A-tie, 0 < h, b < ω. Then

(ϕ,v,U) is satisfiable in
∑a

Tr(h,b)
F iff CSatSum(ϕ,v,U, h, b) returns true.

This theorem will be our main technical tool for complexity results. For the first of its
corollaries, we show how to reduce the conditional satisfiability on sums to the conditional
satisfiability on summands.

Theorem 16. Let a < A < ω, F a class of A-frames, I a class of Noetherian orders containing
all finite trees. Then:

1. Sat
∑a

I F ≤PSpace
T CSatF .

2. If also I is closed under finite disjoint unions, then CSat
∑a

I F ≤PSpace
T CSatF .

Proof. By Theorem 8(1), a formula ϕ is satisfiable in
∑a

I F iff ϕ is satisfiable in
∑a

Tr(#ϕ,#ϕ)F ,

and by Proposition 11, this means that there exists a satisfiable in
∑a

Tr(#ϕ,#ϕ)F tie (ϕ,v,0ϕ)
with v(0) = 1. From Theorem 15 we obtain

Lemma 17. A formula ϕ is satisfiable in
∑a

I F iff there exists v ∈ 2#ϕ such that v(0) = 1
and CSatSum(ϕ,v,0ϕ,#ϕ,#ϕ) returns true.

Assume that I is closed under finite disjoint unions. By Theorem 8(2), a tie (ϕ,v,U)
is satisfiable in

∑a
I F iff it is satisfiable in

⊔

≤#ϕ

∑a
Tr(#ϕ,#ϕ)F . By Lemma 12, this means

that there exists k ≤ #ϕ and tuples v(0), . . . ,v(k−1) ∈ 2#ϕ such that u =
∑

i<k v
(i) and

(ϕ,v(i),U,#ϕ,#ϕ) is satisfiable in
∑a

Tr(#ϕ,#ϕ)F for every i < k. Using Theorem 15 again, be
obtain

Lemma 18. If I is closed under finite disjoint unions, then a tie (ϕ,v,U) is satisfiable in
∑a

I F iff there exist k ≤ #ϕ and tuples v(0), . . . ,v(k−1) ∈ 2#ϕ such that u =
∑

i<k v
(i) and

CSatSum(ϕ,v(i),U,#ϕ,#ϕ) returns true for every i < k.

Set n = #ϕ. Let us estimate the amount of space used by CSatSum for the case n = h = b.
At each call CSatSum needs O(n2) space to store new variables. The depth of recursion is
bounded by n. Thus, we can reduce Sat

∑a
I F and, for the case when I is closed under finite

disjoint unions, CSat
∑a

I F , to the conditional satisfiability problem on F in O(n3) space.
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ALGORITHM 1: Decision procedure for CSat
∑a

Tr(h,b)F with an oracle for CSatF

CSatSum(ϕ,v,U, h, b):boolean
Input: A tie (ϕ,v,U); positive integers h, b
if (ϕ,v,U) is satisfiable in F then return true;
if h > 1 then

for k such that 1 ≤ k ≤ b do for u,v0, . . . ,vk−1 ∈ 2#ϕ such that v = u+
∑

i<k vi do

if (ϕ,u,U+a
∑

i<k vi) is satisfiable in F then

if
∧

i<k

CSatSum(ϕ,vi,U, h− 1, b) then return true;

return false.

4.2 Reductions between SatF , CSatF , and SatF (∀)

By Proposition 11, the satisfiability problem on a class F is polynomial space Turing reducible
to the conditional satisfiability problem on F . Below we show that in many cases CSatF is
polynomial time many-to-one reducible to SatF , in symbols CSatF ≤PTime

m SatF ; hence, in
these cases, the above two problems are equivalent with respect to ≤PSpace

T . This fact is close
to a result obtained in [Hem96], where it was shown that in many situations there exists a
(stronger than ≤PSpace

T , but weaker than ≤PTime
m ) reduction of SatF (∀) to SatF . Let us discuss

reductions between the above to problems in more details.
For a binary relation R on a set W , put R≤m =

⋃

n≤mR
n, where R0 is the identity relation

on W , Rn+1 = R ◦ Rn (◦ denotes the composition of relations). Recall that R∗ denotes the
transitive reflexive closure of R: R∗ =

⋃

n<ω R
n. R is said to be m-transitive if R≤m includes

Rm+1, or equivalently, R≤m = R∗ (e.g., every transitive relation is 1-transitive). For a frame
F = (W, (Ra)a∈A), put RF =

⋃

a∈ARa. We say that F is m-transitive if the relation RF is. In
particular, if one of the relations of F is universal (i.e., is equal toW×W ), then F is 1-transitive.

For w in F, let F[w] denote the subframe of F generated by the singleton {w} (that is, F[w]
is the restriction of F on the set {v | wR∗

F
v}); such frames are called cones). A class F of frames

is closed under taking cones if for every F in F and for every w in F, the cone F[w] is in F .
A class F of A-frames is said to be preconical, if

• F is closed under taking cones, and

• there exists m < ω such that every frame in F is m-transitive, and

• for every F in F , the relation R∗
F
is downward directed (i.e., for every w, v in F there exists

u such that uR∗
F
w and uR∗

F
v).

Proposition 19. Let A be finite, F a class of A-frames. If F is preconical, then CSatF ≤PTime
m

SatF .

Proof. Given a condition Γ and a formula ϕ, we define the formula [ϕ]Γ as follows: [⊥]Γ = ⊥,
[p]Γ = p for variables, [ϕ1 → ϕ2]

Γ = [ϕ1]
Γ → [ϕ2]

Γ, and

[♦aϕ]
Γ =

{
⊤, if ϕ ∈ Γ(a),
♦a[ϕ]

Γ otherwise.

For every A-model M, we have:

M, w |=Γ ϕ iff M, w |= [ϕ]Γ (4)

The proof is straightforward, see [Sha18, Lemma 5] for the details.
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Let ♦ϕ abbreviate the A-formula
∨

a∈A ♦aϕ, and let ♦0ϕ = ϕ, ♦m+1ϕ = ♦♦mϕ, ♦≤mϕ =
∨

n≤m ♦nϕ.
For a tie (ϕ,v,U), we put

δm(ϕ,v,U) =
∧

ψ∈ϕ[v]

♦≤m[ψ]Γ ∧
∧

ψ∈sub(ϕ)\ϕ[v]

¬♦≤m[ψ]Γ, (5)

where Γ is the condition represented by U, i.e., Γ = (ϕ[ua])a∈A.
Since F is preconical, every frame in F is m-transitive for some finite m. We claim that

(ϕ,v,U) ∈ CSatF iff δm(ϕ,v,U) ∈ SatF . (6)

First, assume that (ϕ,v,U) is satisfiable in a frame F ∈ F . This means that for a model
M based on F we have ϕ[v] = ϕ[M,Γ], where Γ is the condition represented by U. For every
ψ ∈ ϕ[v] we choose a point wψ such that M, wψ |=Γ ϕ, and then put V = {wψ | ψ ∈ ϕ[v]}. The
relation R∗

F
is downward directed, hence there exists a point w in M such that wR∗

F
v for all v

in V ; by m-transitivity, wR≤m
F

v. It follows that if ψ ∈ ϕ[v], then M, w |= ♦≤m[ψ]Γ: indeed, we

have M, wψ |= [ψ]Γ by (4) and wR≤m
F

wψ. On the other hand, if a subformula ψ of ϕ is not in
ϕ[v], then [ψ]Γ is false at every point in M by (4), and so M, w |= ¬♦≤m[ψ]Γ. It follows that
the formula δm(ϕ,v,U) is satisfiable in F .

Now assume that δm(ϕ,v,U) is true at a point w in a model M over a frame F ∈ F . Since
F is closed under taking cones, we may assume that F = F[w]. Let ψ be a subformula of ϕ.
Suppose that ψ ∈ ϕ[v]. Then M, w |= ♦≤m[ψ]Γ. Hence, the formula [ψ]Γ is true at a point u of
M, which means that M, w |= ♦≤m[ψ]Γ by (4). Thus, ψ ∈ sub(ϕ,M,Γ), where Γ = (ϕ[ua])a∈A.
On the other hand, if ψ 6∈ ϕ[v], then M, w |= ¬♦≤m[ψ]Γ; using (4) again, we obtain that [ψ]Γ is
false at every point of M, and so ψ 6∈ sub(ϕ,M,Γ). Thus, ϕ[v] = sub(ϕ,M,Γ), that is (ϕ,v,U)
is satisfiable in F .

Proposition 20. If A is finite and F is a class of A-frames, then CSatF ≤PTime
m SatF (∀).

Proof. It is trivial that CSatF ≤PTime
m CSatF (∀) (the reduction increases by one the indexes of

modalities occurring in formulas of a given tie).
The class F (∀) is preconical: if F ∈ F , then F is 1-transitive, F[w] = F for every w ∈ F, and R∗

F

is downward-directed, since RF is the universal relation on F. Hence, CSatF (∀) ≤PTime
m SatF (∀)

by Proposition 19.

Now let us describe a reduction of SatF (∀) to CSatF . This reduction is based on the
following construction proposed in [Hem96]. Let ϕ be a formula in the language ML(1 + A).
For subformulas ♦0ψ of ϕ starting with ♦0, we choose distinct variables pψ not occurring in
ϕ, and put for subformulas of ϕ: ⊥′ = ⊥; p′ = p for variables; (ϕ1 → ϕ2)

′ = ϕ1
′ → ϕ2

′;
(♦aψ)

′ = ♦aψ
′ for a > 0; and (♦0ψ)

′ = pψ. We have for a class F of A-frames:

ϕ ∈ SatF (∀) iff ϕ′ ∧
∧

♦0ψ∈sub(ϕ)

(
(♦0ψ

′ ↔ ✷0pψ) ∧ (✷0pψ ∨ ✷0¬pψ)
)
∈ SatF (∀), (7)

see [Hem96, Lemma 4.5] for details.
Let η denote the formula in the right-hand side of the above equivalence. Let us show how

the satisfiability of η in F (∀) can be expressed as the satisfiability of a tie in F . Consider the
formula

ξϕ =
∧

ψ∈sub(ϕ)

(ψ′ ∧ ¬pψ)
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(it is only important that ξϕ contains ψ′ and ¬pψ as subformulas for every subformula ψ of
ϕ). Let M be a model on a frame in F (∀), and let Φ be the set of subformulas of ξϕ that are
satisfiable in M, that is, Φ = ξϕ[M, (∅)1+A]. Then η is true at a point in M iff

ϕ′ ∈ Φ and for every ψ ∈ sub(ϕ), ψ′ ∈ Φ iff pψ ∈ Φ iff ¬pψ /∈ Φ. (8)

If follows that η is satisfiable in F (∀) iff there exists Φ ⊆ sub(ξϕ) satisfying (8) and the tie
(ξϕ,Φ, (∅)1+A) is satisfiable in F (∀). The formula ξϕ and so, the formulas in Φ, do not contain
♦0. Hence, the satisfiability of (ξϕ,Φ, (∅)1+A) in F (∀) is equivalent to the satisfiability of
(ξ̇ϕ, Φ̇, (∅)A) in F , where ξ̇ϕ and Φ̇ are obtained by decreasing indexes of modalities by 1.
Putting everything together, we have shown that

ϕ ∈ SatF (∀) iff there exists Φ ⊆ sub(ξϕ) satisfying (8) such that (ξ̇, Φ̇, (∅)A) is satisfiable in F .

This proves

Proposition 21. If A is finite and F is a class of A-frames, then SatF (∀) ≤PSpace
T CSatF .

Remark 2. In fact, Proposition 21 provides a stronger reduction than ≤PSpace
T .

4.3 Proof of Theorem 9

In view of the above propositions, Theorem 9 is an easy corollary of Theorem 16.

Proof of Theorem 9. We have Sat
∑a

I F ≤PSpace
T CSatF by Theorem 16(1), and CSatF ≤PTime

m

SatF (∀) by Proposition 19. This proves the first statement of the theorem.
To prove the second statement, we apply Theorem 16(2) and obtain CSat

∑a
I F ≤PSpace

T

SatF (∀). By Proposition 21, Sat(
∑a

I F)(∀) ≤PSpace
T CSat(

∑a
I F).

From Theorem 9 and Proposition 19, we obtain:

Corollary 22. Let a < A < ω, F a class of A-frames, I a class of Noetherian orders containing
all finite trees. If F is preconical, then:

1. Sat
∑a

I F ≤PSpace
T SatF .

2. If also I is closed under finite disjoint unions, then Sat(
∑a

I F)(∀) ≤PSpace
T SatF .

4.4 PSPACE-hardness: some corollaries of Ladner’s construction

According to Ladner’s theorem, every contained in S4 unimodal logic L is PSpace-hard [Lad77].
In fact, the Ladner’s proof yields PSpace-hardness for a wider class of modal logics (e.g., for
logics contained in the Gödel-Löb logic GL or in the Grzegorczyk logic Grz), see [Spa93]. With
minor modifications, Ladner’s construction also works for logics contained in S4.1, Grz.2 etc,
for the polymodal case, and in particular – for sums.

To illustrate this, let us briefly discuss the proof. Consider a quantified Boolean formula
η = Q1p1 . . . Qmpm θ, where Q1, . . . , Qm ∈ {∃,∀}, and θ is a propositional Boolean formula
in variables p1, . . . , pm. Chose fresh variables q0, . . . , qm. Let [η]L be the following unimodal
formula:1

q0 ∧
∧

i<m
✷

≤m(qi → ♦qi+1) ∧
∧

i 6=j
i,j≤m

✷
≤m(qi → ¬qj) ∧ ✷

m(qm → θ) ∧

∧

{i<m|Qi+1=∀}
✷
i(qi → ♦(qi+1 ∧ pi+1) ∧ ♦(qi+1 ∧ ¬pi+1)) ∧

∧

1≤i≤m−1

∧

i≤j≤m−1
✷
j((pi → ✷pi) ∧ (¬pi → ✷¬pi)),

1This variant of reduction is used in [BdRV02].
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where ✷
m = ¬♦m¬; likewise for ✷≤m.

Let Tη = (Wη, Rη) be the quantifier tree of η: Wη =
⋃

k≤m{σ ∈ 2k | σ(i) = 0 iff Qi+1 = ∃};
σ1Rησ2 iff σ1 ⊂ σ2 and dom(σ2) = dom(σ1) + 1. We remark that T(η) is antitransitive (and so
is irreflexive). We have:

η is valid ⇒ [η]L is satisfiable in (Wη, R
∗
η), (9)

[η]L is satisfiable in a Kripke frame ⇒ η is valid; (10)

see [BdRV02, Section 6.7] for the details.
Consider a unimodal logic L ⊆ S4. Then (Wη, R

∗
η) is an L-frame, hence every satisfiable in

this frame formula is L-consistent. So we have:

η is valid ⇒ [η]L is satisfiable in (Wη, R
∗
η) ⇒ [η]L is L-consistent ⇒ η is valid,

that is, η is valid iff [η]L is L-consistent. Thus, the L-consistency problem is PSpace-hard;
synonymously, the (provability problem for the) logic L is PSpace-hard.

This proves Ladner’s theorem, in its classical formulation. And, in fact, it proves more. Let
Grz.Bin be the logic of the class of all finite transitive reflexive trees with branching ≤ 2. We
have the following proper inclusions

S4 ( S4.1 ( Grz ( Grz.Bin,

see, e.g., [CZ97], and [GDJ74] for the latter inclusion. Observe that (Wη, R
∗
η) is a finite transitive

reflexive tree. It immediately follows from the above reasonings that every logic contained in
Grz is PSpace-hard. Moreover, the branching of (Wη, R

∗
η) is ≤ 2; thus, the result holds for

logics contained in Grz.Bin:

L ⊆ Grz.Bin ⇒ L is PSpace-hard.

This formulation does not include an important logicGL: its frames are irreflexive. However,
we can reformulate (9) in the following way: if Rη ⊆ R ⊆ R∗

η (or, equivalently, R∗ = R∗
η), then

η is valid ⇒ [η]L is satisfiable in (Wη , R); (11)

the prove is straightforward and is an immediate analog of the proof of (9) given in [BdRV02].

Definition 5. A class F of unimodal frames is thick if for every finite transitive reflexive tree
T = (T,≤) with branching ≤ 2 there exist a relation R on T and a frame F ∈ F such that
R∗ = ≤ and F is isomorphic to (T,R).

From (11) we obtain that if F is thick then

η is valid ⇒ [η]L is satisfiable in F . (12)

Thus, for a class F of unimodal frames and a unimodal logic L, from (12) and (10) we have:

F is thick and L ⊆ LogF ⇒ L is PSpace-hard. (13)

In particular, this formulation allows to apply Ladner’s construction for logics below GL, since
GL is the logic of a thick class (consisting of finite irreflexive transitive trees).

The logics S4.2 is not the logic of a thick class: it does not have trees of height > 1 within
its frames. However, trees are contained as subframes in S4.2-frames. And this is also enough
for PSpace-hardness due to the following relativization argument proposed by E. Spaan [Spa93].
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Recall that a subframe of a frame F = (W, (Ra)a∈A) is the restriction F↾V = (V, (Ra ∩ (V ×
V ))a∈A), where V 6= ∅. For a class F of frames, let SubF be its closure under the subframe
operation: SubF = {F↾V | F ∈ F and ∅ 6= V ⊆ dom(F)}. The satisfiability in SubF can be
reduced to the satisfiability in F (see the proof of Theorem 2.2.1 in [Spa93]). Namely, for an
A-formula ϕ and a variable q, let [ϕ]q be the A-formula inductively defined as follows: [⊥]q = ⊥,
[p]q = p for variables, [ψ1 → ψ2]q = [ψ1]q → [ψ2]q, and [♦aψ]q = ♦a([ψ]q ∧ q) for a ∈ A. We
put [ϕ]Rel = q ∧ [ϕ]q, where q is the first variable not occurring in ϕ. If M = (F, θ) is a model
and V = θ(q), then for every v ∈ V we have: M↾V, v |= ϕ iff M, v |= [ϕ]Rel; the proof is by
induction on ϕ. This immediately yields

Proposition 23 ([Spa93]). ϕ is satisfiable in SubF iff [ϕ]Rel is satisfiable in F .

Thus, Sat SubF is polynomial time reducible to SatF .
It immediately follows from (13) and Proposition 23 that if SubF is thick, then the logic of

F is PSpace-hard. Moreover, this holds for every L ⊆ LogF : a quantified Boolean formula η
is valid iff [[η]L]Rel is L-consistent. Indeed, if η is valid, then [η]L is satisfiable in SubF by (12),
so [[η]L]Rel is satisfiable in F by Proposition 23, hence [[η]L]Rel is L-consistent. The converse
implication follows from (10). Thus, we have

Theorem 24 (A corollary of [Lad77] and [Spa93]). Let F be a class of unimodal frames. If
SubF is thick, then every unimodal L ⊆ LogF is PSpace-hard.

For an A-frame F = (W, (Ra)a∈A) and a ∈ A, let F↾a be its reduct (W,Ra). A class F of
A-frames is said to be thick if for some a ∈ A the class {F↾a | F ∈ F} is thick.

Proposition 25. Let F and I be classes of A-frames. If F is non-empty and SubI is thick,
then Sub

∑

I F is thick.

Proof. Follows from Definitions 1 and 5.

Corollary 26. Let F and I be classes of A-frames. If F is non-empty and SubI is thick, then
Sat

∑

I F is PSpace-hard.

4.5 Examples

For many logics, Theorem 9 gives a uniform proof of decidability in PSpace (PSpace-
completeness in view of Corollary 26). Let us illustrate it with certain examples.

Example 3. It is well-known that the logic S4 as well as its expansion with the universal modality,
are PSpace-complete [Lad77],[Hem96].

Let us prove it via sums. Recall that clusters are frames of form (C,C×C). Every preorder
F is isomorphic to the sum

∑

C∈skF (C,C ×C) of its clusters over its skeleton skF. The logic S4

has the finite model property, hence S4 is the logic of the class
∑

finite partial orders

clusters.

Thus, we have:
Sat(preorders) ≤PSpace

T Sat(clusters)

or dually
S4 ≤PSpace

T S5.

Since the satisfiability on clusters is in NP, it is in PSpace, which gives PSpace-upper bound
for S4. In fact, we obtained the PSpace-completeness of the logic S4

[∀] = Log{(W,W ×W,R) |
(W,R) is a preorder} (Corollary 22).
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Changing the class of summands, we obtain PSpace-completeness for other logics. If we
add an irreflexive singleton S0 to the class of summands-clusters, then we obtain PSpace-
completeness of K4 and K4

[∀].
Letting the class of summands be {S0}, we obtain PSpace-completeness for the logics GL. If

the class of summands consists of a reflexive singleton {S1}, the above reasonings give PSpace-
completeness of the Grzegorczyk logic, and if the class of summands is {S0,S1} — for the weak
Grzegorczyk logic (recall that the latter logic is characterized by frames whose reflexive closures
are non-strict Noetherian orders [Lit07]; this class can be represented as

∑

NPO {S0,S1}).

The results discussed in Example 3 are well-known [Lad77],[Spa93],[Hem96]. To the best
of our knowledge, the following result has never been published before.

Example 4. The weak transitivity logic wK4 is the logic of frames satisfying the condition
xRzRy ⇒ xRy ∨ x = y. The difference logic DL is the logic of the frames such that xRy
whenever x 6= y; let F6 = be the class of such frames. The logic wK4 has the finite model
property [Esa01], hence it is the logic of the class

∑

finite partial orders

F6 =,

see Example 2. It is not difficult to check that SatF is in NP (like in the case of clusters, the
size of a countermodel is linear in the length of a formula), and we obtain that

wK4 ≤PSpace
T DL ∈ PSpace,

so wK4 is in PSpace (PSpace-complete). Moreover, since the class F6 = is preconical, wK4
[∀]

is in PSpace.

Example 5. The logic wK4.2 is the logic of weakly transitive frames (considered in the above
example) satisfying the Church-Rosser property xRy1&xRy2 ⇒ ∃z (y1Rz& y2Rz). Observe
that every frame validating wK4.2 is either in F6 =, or is isomorphic to the sum of a frame
validating wK4 and a frame in F6 =.

Fr (wK4.2) = F6 = ∪(Fr (wK4) +0 F6 =).

Now that wK4.2 is decidable in PSpace follows from the previous example and the following
theorem.

Theorem 27. Let F and G be classes of A-frames, a ∈ A. If SatG(∀) ≤PSpace
T SatF (∀) (in

particular, if SatG(∀) is in PSpace), then Sat(F +a G) ≤PSpace
T SatF (∀).

Proof. From Lemma 13, it follows that if CSatG ≤PSpace
T CSatF , then CSat(F +a G) ≤PSpace

T

CSatF . The rest of the proof follows from Propositions 20 and 21.

Remark 3. This theorem can can be strengthened in two aspects. First, it can be formulated
for reductions stronger than ≤PSpace

T . Another observation is that instead of the class F +a G,
i.e., a class of sums over I = (2, <), one can consider sums over an arbitrary finite indexing
frame I; in this case, a reduction from sums to summands would follow from Lemma 6.

We conclude this section with the following example. In topological semantics (♦ is for the
derivation), wK4 is the logic of all topological spaces [Esa01]. In [BEG11] it was shown that
the logic wK4T0 of all T0-spaces is equal to the logic of all finite weakly transitive frames where
clusters contain at most one irreflexive point. The satisfiability for such clusters is in NP, and
we obtain

Corollary 28. wK4T0 is PSpace-complete.

15



5 Variations

In this section we are interested in polymodal logics which can be characterized by models
obtained via multiple application of the sum operation. An important example of such logic is
the Japaridze’s polymodal logic [Jap86, Bek10]; we also consider lexicographic products of modal
logics introduced in [Bal09] and refinements of logics introduced in [BR10]; see Sections 5.3 and
5.4 below. We anticipate them with some general observations.

5.1 Iterated sums over unimodal indexes

Let F be a class of A-frames, I a class of 1-frames. Let a = (a0, . . . , as−1) be a finite sequence
of elements of A. If a is the empty sequence, let a-iterated sums be elements of F . For
0 < s < ω, let a-iterated sums be a0-sums of (a1, . . . , as−1)-iterated sums: that is, an a-iterated
sum of frames in F over frames in I is a frame of form

∑a0
I

Hi, where I ∈ I and every Hi is
an (a1, . . . , as−1)-iterated sum of frames in F over frames in I. The class of all such sums is
denoted by

∑
a

I F .

Since
∑

a

I F is
∑a0

I

∑(a1,...,as−1)
I F , by Theorem 9 we obtain

Corollary 29. Let A < ω, F a class of A-frames, a a finite sequence of elements of A. If I
is a class of Noetherian orders that contains all finite trees and is closed under finite disjoint
unions, then Sat(

∑
a

I F)(∀) ≤PSpace
T SatF (∀).

Theorem 8 reduces satisfiability on sums over Noetherian orders to sums over finite trees.
This theorem can also be extended for the case of iterated sums [Sha18]. Namely, let a =
(a0, . . . as−1) ∈ As, 0 < s < ω. Then for every A-tie τ = (ϕ,Φ,Γ) we have:

τ is satisfiable in
∑

a

NPO
F iff τ is satisfiable in

⊔

≤#ϕ

∑
a

Tr(#ϕ,#ϕ)
F . (14)

This can be proven by induction of the length of a with the help of the following lemma (see
the proof of [Sha18, Theorem 5.2] for the details):

Lemma 30. Let F be a class of A-frames, a ∈ A. Then every frame in
∑a

NPO

⊔
F is isomorphic

to a frame in
∑a

NPOF .

Proof. By Theorem 1(3c), a sum of form
∑a

i∈I

⊔

j∈Ji
Fij is isomorphic to the sum

∑a
(i,j)∈

∑
k∈I

(Jk ,∅) Fij. It remains to observe that if I = (I,<) ∈ NPO and (Ji)i∈I is a fam-

ily of non-empty sets, then
∑

I
(Ji,∅) ∈ NPO.

In view of Proposition 4, from (14) we obtain

Corollary 31. Let F be a class of A-frames, s < ω, a = (a0, . . . as−1) ∈ As. Then for every
A-formula ϕ we have:

ϕ is satisfiable in
∑

a

NPO
F iff ϕ is satisfiable in

∑
a

Tr(#ϕ,#ϕ)
F .

Remark 4. The operation of iterated sum can result in very tangled structures. It this remark,
we expand the formal definition of this operation.

Consider a tree (T,<) such that every maximal chain in T is of length s, 0 < s < ω. Let I be
the set of maximal elements of (T,<), J = T \ I, and for i ∈ J , let sc(i) be the set of immediate
successors of i. A structure T = (T,<, {Si}i∈J ) such that Si is a binary relation on sc(i) is
called an indexing tree. If also (sc(i), Si) ∈ I for every i ∈ J , then T is an indexing tree for I.
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For a sequence a = (a0, . . . , as−1) ∈ As, and a family (Fi)i∈I of A-frames, we define the a-sum
of (Fi)i∈I over the indexing tree T, in symbols

∑
a

T
Fi, as the following A-frame (W, (Ra)a∈A).

The domain of this structure is the disjoint union of the domains of Fi:

W = {(i, w) | i is maximal in T and w is in Fi}

To define the relations Ra, consider (i, w), (j, v) ∈ W . If i = j, then, as usual, we put
(i, w)Ra(j, v) iff wRi,av, where Ri,a denotes the a-th relation in Fi. Assume that i 6= j. Let
k = inf {i, j}, h be the height of k in T, that is the number of elements in {l ∈ T | l < k}. There
are unique immediate successors i′ and j′ of k such that i ≤ i′ and j ≤ j′. We put (i, w)Ra(j, v)
iff i′Skj

′ and a is the h-th element of a.
The class

∑∗
I F of iterated sums of frames in F over frames in I consists of such structures

where T is an indexing tree for I and all Fi are in F . One can see that for a fixed a, the
elements of

∑∗
I F are (up to isomorphisms) a-iterated sums

∑
a

I F .

5.2 Lexicographic sums

The sum operation does not change the signature. In many cases (see below) it is convenient
to characterize a polymodal logic via the following modification of a-sums.

Definition 6. Let I = (I, S) be a unimodal frame, (Fi)i∈I a family of A-frames, Fi =

(Wi, (Ri,a)a∈A). The lexicographic sum
lex∑

I
Fi is the (1 + A)-frame

(⊔

i∈IWi, S
lex, (Ra)a<N

)
,

where

(i, w)Slex(j, u) iff iSj,

(i, w)Ra(j, u) iff i = j & wRi,au.

For a class F of A-frames and a class I of 1-frames, we define
lex∑

IF as the class of all sums
lex∑

I
Fi, where I ∈ I and all Fi are in F .

Remark that unlike in the case of sums considered in previous sections, lexicographic sums
depend on reflexivity of the indexing frame.

Recall that for an A-frame F = (W, (Ri)i∈A), F
(∀) is the (1+A)-frame (W,W ×W, (Ri)i∈A).

Let F(∅) be the (1+A)-frame (W,∅, (Ra)a<A); for a class F of frames, let F (∅) = {F(∅) | F ∈ F}.
The following is immediate from the definitions:

Proposition 32. For a unimodal frame I = (I, S) and a family (Fi)i∈I of A-frames,

lex∑

I
Fi =

∑

I′

F
′
i =

∑0

I
F
′
i,

where I′ is the (1 + A)-frame (I, S, (∅)A), and for i ∈ I, F′i = F
(∀)
i whenever i is reflexive in I,

and F′i = F
(∅)
i otherwise.

Proposition 33. Let F be a class of A-frames.

1. If I is a class of irreflexive 1-frames, then
lex∑

IF =
∑0

I F
(∅).

2. If I is a class of reflexive 1-frames, then
lex∑

IF =
∑0

I F
[∀].
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Proof. Immediate from Proposition 32.

Given a class F of frames in an alphabet A and a class of unimodal frames I, let 0-iterated
lexicographic sums be elements of F , and for n < ω, let (n + 1)-iterated lexicographic sums be
lexicographic sums of n-iterated sums. The class of n-iterated lexicographic sums of frames in

F over frames in I is denoted by
lexn∑

IF .
The next fact is the iterated version of the above proposition. For a class F of A-frames

and an alphabet B, let F (∅)B be the class of (B + A)-frames (W, (∅)B, (Ra)a∈A) such that
(W, (Ra)a∈A) ∈ F . Likewise, let F (∀)B be the class of frames (W, (Sa)a∈B+A) such that Sa =
W ×W for a ∈ B, and (W, (SB+a)a∈A) ∈ F .

Proposition 34. Let A ≤ ω, 0 < n < ω, and let F be a class of A-frames.

1. If I is a class of irreflexive 1-frames, then
lexn∑

IF =
∑(0,...,n−1)

I F (∅)n .

2. If I is class of reflexive 1-frames, then
lexn∑

IF =
∑(0,...,n−1)

I F (∀)n .

Proof. Follows from Propositon 32 by a straightforward induction on n.

Propositions 33 and 34 allow to expand our results on the finite model property and com-
plexity to the logics of (iterated) lexicographic sums.

5.3 Japaridze’s polymodal logic

In this section we show that Japaridze’s polymodal provability logicGLP is decidable in PSpace.
First, this theorem was proven in [Sha08]. Here we provide a version of the proof based on
Theorem 15.

GLP is a normal modal logic in the language ML(ω). This system was introduced in
[Jap86] and plays an important role in proof theory (see, e.g., [Bek04]). GLP is known to
be Kripke incomplete, so we cannot directly apply our tools to analyze it. However, in
[Bek10], L. Beklemishev introduced a modal logic J, a Kripke complete approximation of GLP.
Semantically, J is characterised as the logic of frames called stratified, or hereditary partial
orderings ([Bek10, Section 3]). They are defined as follows.

Definition 7. For A ≤ ω, let SA be ({0}, (∅)A), a singleton A-frame with empty relations. For
A < ω, let J (A) be the class of A-iterated lexicographic sums

lexA∑

NPO
{Sω} =

lex∑

NPO

. . .
lex∑

NPO
︸ ︷︷ ︸

A times

{Sω}.

The class J of hereditary partial orderings is the class
⋃

A<ω J (A). The logic J is defined as
the logic of the class J .

In [Bek10], it was shown that GLP is polynomial time many-to-one reducible to J: there
exists a polynomial-time computable f : ML(ω) → ML(ω) such that ϕ ∈ GLP iff f(ϕ) ∈ J

(for an explicit description of f , see [BFDJ14, Lemma 3.4]).

Our aim is to show that J is in PSpace. For our purposes, it is more convenient to work
with a-sums. Since Sω

(∅)A = Sω, from Proposition 34.1 we have:

Proposition 35. For every A < ω, J (A) =
∑0

NPO . . .
∑A−1

NPO{Sω}
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Formally, for every A < ω, each frame in J (A) has infinitely many relations. Next facts
allow us to consider frames of finite signatures. Let

Ĵ (A) =
∑0

NPO
. . .
∑A−1

NPO
{SA}.

Proposition 36. For every A < ω, we have:

1. J (A)↾A = Ĵ (A);

2. If A > 0, then every frame in J ↾A is isomorphic to a frame in Ĵ (A).

Proof. From Definition 1 it is immediate that for alphabets B ≤ C and classes of C-frames F ,I,

(
∑

I

. . .
∑

I

F

)↾B

=
∑

I↾B

. . .
∑

I↾B

(

F ↾B
)

. (15)

Clearly, Sω
↾A is SA. Now we obtain (1) from Proposition 35 and Definition 4.

To prove (2), let us fix B < ω and show that every frame in J (B)↾A is isomorphic to a frame
in Ĵ (A).

First, observe that J (B + 1) contains copies of all frames in J (B). Indeed, every frame in
the class

∑0
NPO . . .

∑B−1
NPO{Sω} is isomorphic to a frame in

∑0
NPO . . .

∑B−1
NPO

∑B
NPO{Sω}, since∑B

NPO{Sω} contains a copy of Sω. Now the case B < A follows.

The case A < B is more interesting. Consider the class G =
∑A−1

NPO . . .
∑B−1

NPO{Sω}. By (15),
we have:

J (B)↾A = (
∑0

NPO
. . .
∑B−1

NPO
{Sω})

↾A =
∑0

NPO
. . .
∑A−2

NPO
G↾A.

By (15) again, G↾A can be represented as sums of disjoin unions of singletons: G↾A =
∑A−1

NPO

⊔
. . .
⊔
{SA}. By Lemma 30, every frame in G↾A is isomorphic to a frame in the class

∑A−1
NPO{SA}. It follows that Ĵ (A) contains copies of all frames in J (B)↾A.

Proposition 37. For every A < ω, J ∩ML(A) = Log(Ĵ (A)).

Proof. By Proposition 36.1, Ĵ (A) ⊆ J ↾A, so if ϕ is satisfiable in Ĵ (A), then it is satisfiable in
J . Conversely, if ϕ is satisfiable in J , then it is satisfiable in J ↾A, and hence — in Ĵ (A) by
Proposition 36.2.

It is trivial that the satisfiability problem on the singleton S
(∀)
A is in PSpace (in fact, it is in

NP). From Corollary 29 and Proposition 36.1, we obtain

Corollary 38. For every A < ω, Sat Ĵ (A)(∀) ∈ PSpace.

Hence, every fragment of J with finitely many modalities is in PSpace. The above corollary
does not directly imply that SatJ is in PSpace. But the latter fact is a corollary of Theorem
15 and the observations below.

Lemma 39. Let A < ω. An A-formula ϕ is satisfiable in J iff ϕ is satisfiable in
∑(0,...,A−1)

Tr(#ϕ,#ϕ){SA}.

Proof. Immediate from Proposition 37 and Corollary 31.

Consider a formula ϕ in the language MLω. Let a0 < · · · < aN−1 be the increasing sequence
of indices of all occurring in ϕ modalities. Put N(ϕ) = N . Let ϕ̂ be the result of replacing
ab-modalities by b-modalities in ϕ. Note that ϕ̂ is an N(ϕ)-formula, and N(ϕ) < #ϕ = #ϕ̂.
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ALGORITHM 2: Decision procedure for CSatS(h, b, a,A)

CSatJ(ϕ,v,U, h, b, a,A):boolean
Input: An A-tie (ϕ,v,U); positive integers h, b; a ≤ A < ω.
if a = A then return ((ϕ,v,U) is satisfiable in SA);
if CSatJ(ϕ,v,U,A,A, a + 1,A) then return true;
if h > 1 then

for k such that 1 ≤ k ≤ b do for u,v0, . . . ,vk−1 ∈ 2#ϕ such that v = u+
∑

i<k vi do

if CSatJ(ϕ,u,U+a
∑

i<k vi,A,A, a+ 1,A) then
if
∧

i<k

CSatJ(ϕ,vi,U, h− 1, b, a,A) then return true;

return false.

Lemma 40. [BFDJ14, Lemma 3.5]. ϕ ∈ J iff ϕ̂ ∈ J.

Theorem 41. J is in PSpace.

Proof. We describe a decision procedure for the conditional satisfiability on iterated sums of
trees. For positive h, b and a ≤ A < ω, we define sums S(h, b, a,A) as follows: if a = A, let

S(h, b, a,A) denote {SA} for all h, b; if a < A, let S(h, b, a,A) denote
∑a

Tr(h,b)

∑(a+1,...,A−1)
Tr(A,A) {SA}.

In particular, S(h, b,A − 1,A) is
∑A−1

Tr(h,b){SA}, and S(h, b, 0,A) =
∑(0,...,A−1)

Tr(A,A) {SA}. Using

Theorem 15, we describe the procedure CSatJ (Algorithm 2) that decides whether a given A-tie
(ϕ,v,U) is satisfiable S(h, b, a,A):

Lemma 42. Let a ≤ A < ω, (ϕ,v,U) an A-tie, 0 < h, b < ω. Then

(ϕ,v,U) is satisfiable in S(h, b, a,A) iff CSatJ(ϕ,v,U, h, b, a,A) returns true.

Proof. By induction on A − a. The case A = a is trivial: S(h, b,A,A) consists of a single
singleton SA. If a < A, then S(h, b, a,A) is

∑a
Tr(h,b) S(A,A, a+1,A). By induction hypothesis,

CSatJ(τ,A,A, a + 1,A) decides whether a tie τ is satisfiable in S(A,A, a + 1,A). Now the
induction step follows from Theorem 15.

We have from Lemmas 39 and 40:

Lemma 43. ϕ is satisfiable in J iff ϕ̂ is satisfiable in S(#ϕ,#ϕ, 0,#ϕ).

Hence, by Proposition 11, we obtain

ϕ is satisfiable in J iff ∃v ∈ 2#ϕ (v(0) = 1& (ϕ̂,v,0) ∈ CSatS(#ϕ,#ϕ, 0,#ϕ)),

where 0 represents the empty condition.
Let us estimate the amount of space used by CSatJ on the input (ϕ̂,v,0,#ϕ,#ϕ, 0,#ϕ).

On each recursive call, either the argument a increases by 1, or a does not change and the
parameter h decreases by 1. Since 1 ≤ h ≤ #ϕ and 0 ≤ a ≤ #ϕ, we obtain that the depth
of recursion is bounded by #ϕ · (#ϕ + 1). At each call CSatJ needs O(n2) space to store new
variables. Hence, to check the satisfiability of ϕ in J we need O(n4) space. This completes the
proof of the theorem.

Corollary 44. Japaridze’s polymodal provability logic GLP is decidable in PSpace.

Remark 5. It is immediate that GLP and J are PSpace-hard (e.g., it follows from the fact
that the 1-modal fragments of these logics are the logic GL). From [CR03], it follows that
one-variable fragment of GLP is PSpace-hard. In [Pak14], it was shown that even the constant
(closed) fragment of GLP is PSpace-hard.
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5.4 Refinements and lexicographic products of modal logics

In this paragraph we discuss algorithmic properties of logics obtained via the refinement and
the lexicographic product operations.

The operation of refinement of modal logics was introduced in [BR10].

Definition 8. Let F = (W,R) be a preorder, skF = (W,≤) its skeleton. Consider a family
(FC)C∈W of A-frames such that dom(FC) = C for all C ∈W . The refinement of F by (FC)C∈W

is the (1 +N)-frame (W,R, (R✄

a )a∈A), where

R✄

a ⊆
⋃

C∈W C × C for all a ∈ A, (16)

(W, (R✄

a )a∈A)↾C = FC for all C ∈W. (17)

For a class I of preorders and a class G of N -frames let Ref(I,F) be the class of all re-
finements of frames from I by frames in F . For logics L1 ⊇ S4, L2, we put Ref(L1, L2) =
LogRef(FrL1,FrL2).

In [BR10] it was shown that in many cases the refinement operation preserves the finite
model property and decidability.

Refinements can be considered as sums according to the following fact:

Proposition 45. The refinement of F by frames (FC)C∈skF is isomorphic to the sum
∑0

C∈skF F
[∀]
C .

Proof. The isomorphism is given by w 7→ (C,w), where w ∈ C.

In view of Theorems 2 and 8, this observation provides another way to prove the finite model
property of refinements (see [Sha18, Section 5.2] for more details). Moreover, representation of
refinements as sums allows to obtain complexity results according to our theorems in Section 4.

Let us illustrate this with the logic Ref(S4,S4). In [BR10], it was proven that Ref(S4,S4)
is decidable and that Ref(S4,S4) = LogRef(QOf ,QOf ), where QOf is the class of all finite
non-empty preorders. The latter fact in combination with above proposition yields

Ref(S4,S4) = Log
∑0

Trf
QOf

[∀].

Since the satisfiability problem for the class QOf
(∀) is in PSpace ([Hem96]; see also Example

3), from Theorem 9 (and Corollary 26) we obtain

Corollary 46. Ref(S4,S4) is PSpace-complete.

A related operation is the lexicographic product of modal logics introduced in [Bal09] by Ph.
Balbiani.

Definition 9. Consider frames I = (I, S) and F = (W, (Ra)a∈A). Their lexicographic product
I⋋F is the (1 + A)-frame (I ×W,S ⋋ , (R⋋

a )a∈A), where

(i, w)S ⋋ (j, u) iff iSj,

(i, w)R⋋
a (j, u) iff i = j & wRau.

In other words, I⋋ F is the lexicographic sum
lex∑

I
Fi, where Fi = F for all i in I.

For a class I of 1-frames and a class G of A-frames, the class I ⋋F is the class of all products
I⋋F such that I ∈ I and F ∈ F . For logics L1, L2, we put L1 ⋋L2 = Log (FrL1⋋ FrL2).
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As examples, consider the logics S4⋋S4 and GL⋋S4 and show that they are in PSpace
(PSpace-complete). In [Sha18], it was shown that S4⋋S4 is equal to Ref(S4,S4). Also, it was
shown that that

GL⋋S4 = Log (Trf ⋋QOf ) = Log
∑0

Trf

∑1

Trf
C

where C is the class of finite frames of form (C,∅, C × C) (in terms of lexicographic sums,
∑0

Trf

∑1
Trf

C is the class
lex∑

Trf
QOf ); see [Sha18, Theorem 15] for the proof. Hence, this logic

is in PSpace by Corollary 29.

Corollary 47. The lexicographic products S4⋋S4, GL⋋S4 are PSpace-complete.

This result contrasts with the undecidability results for modal products of transitive logics
[GKWZ03], [GKWZ05].

6 Conclusion

In many cases, sum-like operations preserve the finite model property and decidability [BR10],
[Sha18]. In this paper we showed that transferring results can be obtained for the complexity
of the modal satisfiability problems on sums. In particular, it follows that for many logics
PSpace-completeness is immediate from their semantic characterizations.

Let us indicate some further results and directions.

• Sums and products with linear indices

In the linear case, modal products are typically (highly) undecidable [RZ01]. However, the
modal satisfiability problem on the lexicographic squares of dense unbounded linear orders
is in NP [BM13]. This positive result seems to be scalable according to the following
observation: in many cases, ϕ is satisfiable in sums over linear (quasi)orders iff ϕ is
satisfiable in such sums that the length of indices is bounded by #ϕ. In this situation
there is a stronger than ≤PSpace

T reduction between the sums and the summands.

• Further results on the finite model property and decidability of sums

In many cases, the finite model property of a modal logic L can be obtained by a filtration
method; in this case we say that L admits filtration. It follows from [BR10] that filtrations
of refinements can be reconstructed from filtrations of components. This result can be
extended for a more general setting of lexicographic sums.

Also, the results obtained in [BR10] in a combination with Theorem 2 suggest the following
conjecture: in the case of finitely many modalities, if LogF (∀) has the finite model property
and Log I admits filtration, then the logic of

∑

I F has the finite model property.

Another fact that we announce relates to the property of local finiteness of logics: if both
the logics of indices and summands are locally finite, then the logic of lexicographic sums
(a fortiori, of lexicographic products) is locally finite.

• Axiomatization of sums

For unimodal logics L1, L2, let
lex∑

L1
L2 be the logic of the class

lex∑

FrL1
FrL2. Consider the

following 2-modal formulas:

α = ♦1♦0p→ ♦0p, β = ♦0♦1p→ ♦0p, γ = ♦0p→ ✷1♦0p
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One can see that these formulas are valid in every lexicographic sum
lex∑

I
Fi (and hence,

in every product I⋋F) of 1-frames. In many cases, these axioms provide a complete

axiomatization of
lex∑

L1
L2. In particular, the logic

lex∑

GL
GL = Log(

lex∑

NPONPO), the bi-
modal fragment of the logic J considered in Section 5.3, is the logic GL ∗GL+ {α, β, γ}
[Bek10] (L1 ∗ L2 denotes the fusion of L1 and L2, L + Ψ is for the least logic contain-
ing L ∪ Ψ). Analogous results hold for various lexicographic products [Bal09]; e.g.,
S4⋋S4 = S4 ∗ S4+ {α, β, γ}. We announce the following results:

1. If L1 ∗L2 + {α, β, γ} is Kripke complete, and the class FrL1 (considered as a class of
models in the classical model-theoretic sense) is first-order definable without equality,
then ∑

L1

L2 = L1 ∗ L2 + {α, β, γ}.

2. Assume that FrL2 is closed under direct products and validates the property
∀x∃y xRy, and that the class FrL1 is first-order definable without equality. If the
logic L1 ∗ L2 + {α, β, γ} is Kripke complete, then

L1⋋L2 = L1 ∗ L2 + {α, β, γ}.

At the same time, no general axiomatization results are known for the logics of sums in
the sense of Definition 1.

• Sum-based operations in the Kripke-incomplete case

The operations we considered so far lead to Kripke complete logics. What could be
definition of sums for modal algebras (models, general Kripke frames)? E..g., can we give
a semantic characterization of an important Kripke-incomplete logic GLP by sums of
form

∑

NPO . . .
∑

NPO C?
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Demri, and András Máté, editors, Advances in modal logic, vol. 11, pages 78–96.
College Publications, 2016.

[BFDJ14] Lev D. Beklemishev, David Fernández-Duque, and Joost J. Joosten. On provability
logics with linearly ordered modalities. Studia Logica: An International Journal for
Symbolic Logic, 102(3):541–566, 2014.

[BM13] Philippe Balbiani and Szabolcs Mikulás. Decidability and complexity via mosaics of
the temporal logic of the lexicographic products of unbounded dense linear orders. In
Pascal Fontaine, Christophe Ringeissen, and Renate A. Schmidt, editors, Frontiers
of Combining Systems, pages 151–164, Berlin, Heidelberg, 2013. Springer Berlin
Heidelberg.

[BR10] Sergey Babenyshev and Vladimir Rybakov. Logics of Kripke meta-models. Logic
Journal of the IGPL, 18(6):823–836, 2010.

[CR03] A. V. Chagrov and M. N. Rybakov. How many variables does one need to prove
pspace-hardness of modal logics. In Philippe Balbiani, Nobu-Yuki Suzuki, Frank
Wolter, and Michael Zakharyaschev, editors, Advances in Modal Logic, Volume 4,
pages 71–82. CSLI Publications, 2003.

[CZ97] Alexander Chagrov and Michael Zakharyaschev. Modal Logic, volume 35 of Oxford
Logic Guides. Oxford University Press, 1997.

[Esa01] Leo Esakia. Weak transitivity-restitution. Logical Studies, 8:244–255, 2001.

[FV59] S. Feferman and R. Vaught. The first order properties of products of algebraic
systems. Fundamenta Mathematicae, 47(1):57–103, 1959.

[GDJ74] D. M. Gabbay and D. H. J. De Jongh. A sequence of decidable finitely axiomatiz-
able intermediate logics with the disjunction property. Journal of Symbolic Logic,
39(1):67–78, 1974.

[GKWZ03] D. Gabbay, A. Kurucz, F. Wolter, and M. Zakharyaschev. Many-dimensional Modal
Logics: Theory and Applications. Studies in logic and the foundations of mathe-
matics. North Holland Publishing Company, 2003.

[GKWZ05] David Gabelaia, Agi Kurucz, Frank Wolter, and Michael Zakharyaschev. Products
of ‘transitive’ modal logics. J. Symbolic Logic, 70(3):993–1021, 09 2005.

[Gur79] Yuri Gurevich. Modest theory of short chains. I. J. Symb. Log., 44(4):481–490,
1979.

[Gur85] Y. Gurevich. Monadic second-order theories. In J. Barwise and S. Feferman, editors,
Model-Theoretic Logics, volume Volume 8 of Perspectives in Mathematical Logic,
chapter XIII, pages 479–506. Springer-Verlag, New York, 1985.

24



[Hem96] Edith Hemaspaandra. The price of universality. Notre Dame J. Formal Logic,
37(2):174–203, 04 1996.

[Jap86] Giorgi K Japaridze. The modal logical means of investigation of provability. PhD
thesis, Thesis in Philosophy, in Russian, Moscow, 1986.

[Lad77] R. Ladner. The computational complexity of provability in systems of modal propo-
sitional logic. SIAM Journal on Computing, 6(3):467–480, 1977.

[Lit07] Tadeusz Litak. The non-reflexive counterpart of Grz. Bulletin of the Section of
Logic, 36, 01 2007.

[Mos52] Andrzej Mostowski. On direct products of theories. The Journal of Symbolic Logic,
17(1):1–31, 1952.

[Pak14] Fedor Pakhomov. On the complexity of the closed fragment of Japaridze’s prov-
ability logic. Arch. Math. Log., 53(7-8):949–967, 2014.

[RZ01] Mark Reynolds and Michael Zakharyaschev. On the Products of Linear Modal
Logics. Journal of Logic and Computation, 11(6):909–931, 2001.

[SG77] Istvan Simon and John Gill. Polynomial reducibilities and upward diagonalizations.
In Proceedings of the Ninth Annual ACM Symposium on Theory of Computing,
STOC ’77, pages 186–194, New York, NY, USA, 1977. ACM.

[Sha05] I. Shapirovsky. On PSPACE-decidability in transitive modal logic. In Advances in
Modal Logic, volume 5, pages 269–287, London, 2005. College Publications. ISBN
1904987222.

[Sha08] I. Shapirovsky. PSpace-decidability of Japaridze’s polymodal logic. In Advances in
Modal Logic, volume 7 of AiML, pages 289–304, London, 2008. College Publications.

[Sha18] I.B. Shapirovsky. Truth-preserving operations on sums of Kripke frames. In Ad-
vances in Modal Logic, volume 12, pages 541–558. College Publications, 2018. ISBN
978-1848902558.

[She75] Saharon Shelah. The monadic theory of order. Annals of Mathematics, 102(3):379–
419, 1975.

[Spa93] E. Spaan. Complexity of Modal Logics, PhD thesis. University of Amsterdam,
Institute for Logic, Language and Computation, 1993.

25


	1 Introduction
	2 Preparatory syntactical and semantical definitions
	3 Sums
	3.1 Basic truth-preserving operations
	3.2 Interchangeable summands
	3.3 Decomposition of sums
	3.4 Sums over Noetherian orders

	4 Complexity
	4.1 Arithmetic of conditional satisfiability
	4.2 Reductions between SatF, CSatF, and SatF()
	4.3 Proof of Theorem 9
	4.4 PSPACE-hardness: some corollaries of Ladner's construction
	4.5 Examples

	5 Variations
	5.1 Iterated sums over unimodal indexes
	5.2 Lexicographic sums
	5.3 Japaridze's polymodal logic
	5.4 Refinements and lexicographic products of modal logics

	6 Conclusion

