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MotivationMotivation

Detection of interesting objects in Detection of interesting objects in 
videos is the first step in the process of videos is the first step in the process of 
automated surveillance.automated surveillance.

Focus of attention method greatly Focus of attention method greatly 
reduces the processing time required reduces the processing time required 
for tracking and activity recognition.for tracking and activity recognition.
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IntroductionIntroduction
Objectives:Objectives:

Given a sequence of images from a stationary Given a sequence of images from a stationary 
camera identify pixels comprising ‘interesting’ camera identify pixels comprising ‘interesting’ 
objects.objects.
All independently moving objects are interestingAll independently moving objects are interesting

General SolutionGeneral Solution
Model properties of the scene (e.g. color, texture Model properties of the scene (e.g. color, texture 
e.t.ce.t.c) at each pixel) at each pixel
Significant change in the properties indicates an Significant change in the properties indicates an 
interesting changeinteresting change

Segmenting BackgroundSegmenting Background
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IntroductionIntroduction
Problems in Realistic situations:Problems in Realistic situations:

Moving but uninteresting objects e.g. trees, flags or grass. Moving but uninteresting objects e.g. trees, flags or grass. 

Long term illumination changes e.g. time of day.Long term illumination changes e.g. time of day.
Quick illumination changes e.g. cloudy weatherQuick illumination changes e.g. cloudy weather
ShadowsShadows
Other Physical changes in the backgroundOther Physical changes in the background

Dropping or picking up of objectsDropping or picking up of objects

InitializationInitialization

Background Subtraction Method Background Subtraction Method 
by Stauffer and by Stauffer and GrimsonGrimson

In realistic scenarios multiple Processes are In realistic scenarios multiple Processes are 
generating color ‘generating color ‘x’ x’ at each pixel, where x=[R,G,B]at each pixel, where x=[R,G,B]TT

A method is required that can incorporate multiple A method is required that can incorporate multiple 
colors in the background modelcolors in the background model

Time =T
Pixel(x,y)=blue
Time =T+1
pixel(x,y)=green
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SolutionSolution
For each pixel For each pixel ((i,ji,j) ) at time ‘at time ‘tt’’ each process is modeled each process is modeled 
as a Gaussian distribution.as a Gaussian distribution.

Gaussian distribution is described by a mean ‘m’ and a Gaussian distribution is described by a mean ‘m’ and a 
covariance matrix Σ.covariance matrix Σ.

Weight ω associated with each distribution signifying    Weight ω associated with each distribution signifying    
relevance in recent time.relevance in recent time.

Thus each Pixel is modeled as a mixture of Thus each Pixel is modeled as a mixture of 
Gaussians.Gaussians.
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Mixture of GaussiansMixture of Gaussians

Finding the mean and variance for one Gaussian is easyFinding the mean and variance for one Gaussian is easy
Much tougher for the Mixture of Gaussians caseMuch tougher for the Mixture of Gaussians case
FindFind

Number of GaussiansNumber of Gaussians
Mean and variance of each GaussianMean and variance of each Gaussian

SolutionSolution
At each frameAt each frame

Calculate Calculate MahalanobisMahalanobis distance of  pixel’s color distance of  pixel’s color 
value from each of the associated K Gaussian value from each of the associated K Gaussian 
distributions distributions 

Distributions 
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SolutionSolution
If a match is found with the kth
Gaussian, update parameters

where where pp is a learning parameteris a learning parameter
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SolutionSolution
If a match is not foundIf a match is not found

Replace lowest weight distribution with  a new Replace lowest weight distribution with  a new 
distribution such thatdistribution such that

The prior weights of K distributions are adjusted The prior weights of K distributions are adjusted 
asas

M is1 for model that matched and 0 for  othersM is1 for model that matched and 0 for  others
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Background SubtractionBackground Subtraction

Problem: Choosing a thresholdProblem: Choosing a threshold
Pixel is foreground if |Pixel is foreground if |II11((xx,,yy))--II22((xx,,yy)| ≤ )| ≤ λλ
otherwise background?otherwise background?
What is the correct value of What is the correct value of λλ ??

- =

Setting a ThresholdSetting a Threshold
λ = 10 λ = 20 λ = 50

λ = 100 λ = 200 λ = 300
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ProsPros

Handles slow changes in illumination Handles slow changes in illumination 
conditionsconditions
Can accommodate physical changes in Can accommodate physical changes in 
the background after a certain time the background after a certain time 
interval.interval.
Initialization with moving objects will Initialization with moving objects will 
correct itself after a certain time interval.correct itself after a certain time interval.

ConsCons

Can’t handle quick changes in Can’t handle quick changes in 
illumination conditions e.g. cloudy illumination conditions e.g. cloudy 
weather.weather.
Initialization with moving objectsInitialization with moving objects
Physical changes in backgroundPhysical changes in background
ShadowsShadows
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ResultsResults

ResultsResults



10

ResultsResults

Summary of AlgorithmSummary of Algorithm

Learn Learn background model by watching 30 second background model by watching 30 second 
videovideo
DetectDetect moving object by measuring deviations from moving object by measuring deviations from 
background model, and applying connected background model, and applying connected 
component to foreground pixels.component to foreground pixels.
Update Update background and blob statisticsbackground and blob statistics
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Background Models Background Models 
Camera MotionCamera Motion

Mobile cameraMobile camera
Nominal motionNominal motion

Removing Camera MotionRemoving Camera Motion

Affine Transformation (Affine Transformation (AnandanAnandan))
Projective Transformation (MannProjective Transformation (Mann--Pickard)Pickard)
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Projective Flow (weighted)Projective Flow (weighted)
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Projective Flow (weighted)Projective Flow (weighted)
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Projective Flow (weighted)Projective Flow (weighted)
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PseudoPseudo--PerspectivePerspective
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Projective Flow Projective Flow 
((unweightedunweighted))
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PerspectivePerspective
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Homework: Derive this equation Due Feb 8Homework: Derive this equation Due Feb 8
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AlgorithmAlgorithm--11

Estimate “q” (using approximate model, Estimate “q” (using approximate model, 
e.g. bilinear model).e.g. bilinear model).
Relate “q” to “p”Relate “q” to “p”

select four points S1, S2, S3, S4select four points S1, S2, S3, S4
apply approximate model using “q” to apply approximate model using “q” to 
compute compute 
estimate exact “p”: estimate exact “p”: 

( , )′ ′x yk k

FlowFlow
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True ProjectiveTrue Projective
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Perform least squares fit to compute a.Perform least squares fit to compute a.
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Final AlgorithmFinal Algorithm

A Gaussian pyramid of three or four A Gaussian pyramid of three or four 
levels is constructed for each frame in levels is constructed for each frame in 
the sequence.the sequence.
The parameters “p” are estimated at the The parameters “p” are estimated at the 
top level of the pyramid, between the top level of the pyramid, between the 
two lowest resolution images, “g” and two lowest resolution images, “g” and 
“h”, using algorithm“h”, using algorithm--1.1.

Final AlgorithmFinal Algorithm

The estimated “p” is applied to the next The estimated “p” is applied to the next 
higher resolution image in the pyramid, higher resolution image in the pyramid, 
to make images at that level nearly to make images at that level nearly 
congruent.congruent.
The process continues down the The process continues down the 
pyramid until the highest resolution pyramid until the highest resolution 
image in the pyramid is reached.image in the pyramid is reached.
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PresentationsPresentations

Support Vector Machines: Support Vector Machines: VladimirVladimir
(February 8, 2006)(February 8, 2006)
GraphGraph--Cut: Cut: PaulPaul (February 13, 2006)(February 13, 2006)
AdaboostAdaboost: : AlexAlex (February 15, 2006)(February 15, 2006)


