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ABSTRACT
The real-time performance of motion-captured avatars in virtual
space is becoming increasingly popular, especially within applica-
tions including social virtual realities (VRs), virtual performers (e.g.,
virtual YouTubers), and VR games. Such applications often include
contact between multiple avatars or between avatars and objects as
communication or gameplay. However, most current applications
do not solve the effects of contact for avatars, causing penetra-
tion or unnatural behavior to occur. In reality, no contact with the
player’s body occurs; nevertheless, the player must perform as if
contact occurred. While physics simulation can solve the contact
issue, the naive use of physics simulation causes tracking delay. We
propose a novel avatar tracking controller with feedforward control.
Our method enables quick, accurate tracking and flexible motion
in response to contacts. Furthermore, the technique frees avatar
performers from the loads of performing as if contact occurred. We
implemented our method and experimentally evaluated the natu-
ralness of the resulting motions and our approach’s effectiveness
in reducing performers’ loads.
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1 BACKGROUND AND PURPOSE
With the spread of motion capture, avatars, which represent a
player’s body, are commonly used in real-time motion capture.
Prominent examples include virtual YouTubers (VTubers) and vir-
tual idols that present characters’ appearances. These are controlled
by human performers and streamed as videos; social VRs such as
VRChat, where avatars can communicate with each other in VR
space; and VR games that allow multiple players to play online.
In such avatar applications, contact-based communication (e.g.,
stroking one’s head and hugging) occurs more freely than it does
between real people. However, the person or object to be contacted
often does not exist in the actual space in which the player oper-
ates the avatar. Therefore, unnatural behavior results, including
penetration or no reaction.

Through physics simulations, it is possible to automatically
execute physical actions that consider the effects of contact and
collision. However, if we use a physics simulation naively when
the avatar and the object collide, only the virtual object bounces
back, which is unnatural. Moreover, penetration is inevitable when
avatars collide with each other. Achieving natural motion neces-
sitates performing as if contact and collision occurred. However,
this requires a high level of skill and cannot be expected of many
performers. One solution is proportional derivative (PD) control
[5]. However, the avatar will lag or move too far when PD gains
are set to low values for the avatar’s flexible response.

This paper proposes an avatar control method that can express
natural contact with objects and other avatars, regardless of the per-
former’s skill. To solve the problems mentioned earlier, we propose
the following three requirements for our avatar control method.

Visually natural contact Create natural motions during and
after contact by automatically performing actions that con-
sider the effects of contact.

Reducing performers’ loads Reduce the performers’ loads
arising from performing as if contact occurred.

Quick tracking Track the performer’s performance quickly,
except at the point of impact, to avoid affecting performance
other than at the time of contact.

2 RELATED RESEARCH
This section first introduces reactive motion generation and then
focuses on performance support and tracking delay.
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Figure 1: System structure.

Several studies have used physics simulations to automatically
generate a character’s reaction behavior upon contact. For example,
switching between kinematics control and physical control when
contact occurs was proposed [6, 10, 15]. Instead of switching, con-
tinuously applying physical control by weakening the PD gains of
the joints when contact occurs achieves both tracking and respon-
sive motion [12, 14]. Furthermore, Oshita [8] proposed a method to
compute the angular acceleration of the joints directly from motion
data and external forces. However, these studies involved targeted
characters that moved with animation data, not real-time avatars.

Avatar performance that is driven bymotion capture is supported
by physical computation [3, 4]. Liang et al. [4] uses kinematic and
dynamic constraints to generate responsive character animation
with an incomplete motion input without considering trackabil-
ity. Ishigaki et al. [3] automatically generates parts of movements
that cannot be performed in reality when the virtual world and
the real world do not match and focuses on moving the center of
gravity using the environment. In this study, we aim to achieve both
trackability and the influence of contact for detailed performance.

In a study focusing on realizing physical reactions of an avatar
on contact, Nguyen et al. [5] attempted to automatically generate
a character’s reaction behavior upon contact using a physics sim-
ulation. In Nguyen at al.’s [5] method, PD gains must be low to
generate reactive, flexible motions for collisions. However, lower
PD gains cause longer delays in tracking captured motions.

A method combining feedforward and feedback controls has
been suggested to solve the delay in tracking animation when PD
gains are low [7, 11, 13]. In these studies, the target is a character
moved via animation data. In the present study, we use the same
method as Rubens et al. [7] and Tokizaki et al. [11], applying it to
avatars that are manipulated in real-time using motion capture to
reduce performers’ loads. Moreover, Rubens et al. [7] and Tokizaki
et al. [11] focused on proposing methods and did not measure the
delay or evaluate the generated motions using subject experiments.
Therefore, in this study, we confirm whether the generated motions
meet the requirements of visually natural contact via experimenta-
tion on subjects and evaluate whether the generated motions meet
the requirements of quick tracking by measuring their delays.

3 PROPOSED METHOD
Our proposedmethod allows the avatar to automatically perform ac-
tions that consider the effects of contact using a rigid-body physics
simulation that detects collisions and computes contact forces. Thus,
the method resolves unnatural motion output and reduces the loads
on performers by eliminating the needs to avoid penetration and
to react to contact. Moreover, we use feedforward control to solve
the problem of tracking delay.

The configuration of our proposed system is shown in Figure
1. We use two physics simulations: the main simulation and the
simulation for computing the tracking torque, which is similar
to Rubens et al.’s [7] and Tokizaki et al.’s [11] method. In these
simulations, we use PD control of the joint angles to make the
avatar track the motion capture. These simulations employ different
PD gains to achieve both a soft response during contact and quick
tracking during non-contact. In the simulation for computing the
tracking torque, high PD gains compute the joint torques required
for quick tracking of the input motion. This simulation does not
consider the effect of contact. In the main simulation, low PD gains
are performed while adding the tracking torque. As a result, an
avatar tracks without delay when not in contact. Moreover, the
avatar deforms softly when in contact and slowly returns to the
performer’s pose after the contact ends.

We also made it possible to adjust the PD gains in the main
simulator by using the performer’s analog buttons of the Oculus
Touch. The buttons change kstiff to uniformly multiply the avatar’s
PD gains by a value from 1 to 9. This is a useful function for a
performer who wishes to voluntarily control an avatar’s stiffness.
Moreover, we use implicit [1] rather than explicit PD control, en-
abling high PD gains for the computation of tracking torques (i.e.,
quicker tracking) with more stability.

4 IMPLEMENTATION
The avatar’s physical model is a rigid-body joint model for physics
simulation based on the avatar’s bone structure. For the shapes of
the collision detection, we used geometric primitives and adjusted
them to avoid their protrusion from the avatar’s outline as much
as possible. The avatar’s total weight was set to 50 kg, and the
mass ratio of each part of the avatar’s body was based on the actual
person.

The avatar’s root bone (the rigid body of thewaist) is PD-controlled
over its position and angle. The other bones are PD-controlled over
only their angles. We set the P gains for the PD controls to be
proportional to the moment of inertia of the body part moved by
its joint at T pose, referring to a prior study [5]. We use Pratio as
a uniform multiplier applied to the P gains of all of the avatar’s
joints. Since the P gain is sometimes too small for a particular joint,
if Pi ≤ Pmin , then Pi = Pmin is used instead. In addition, the D
gains are determined by the critical damping ratio equation.

The values of the PD gains in the example implementation are
described below. The PD gains for the main simulation were com-
puted as Pratio = 30 and Pmin = 10 for each joint. On the other
hand, the PD gains for the waist were set to high values so as not
to cause unnatural foot slipping (see Section 7 for details). The PD
gains for the position were 50000[N/m] and 5000[N · s/m], and the
PD gains for the angle were 5000[N ·m/rad] and 500[N ·m · s/rad].
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Figure 2: Avatar’s generated motions.

As for the simulation for computing the tracking torque, the P
and D gains were 1,000 times higher than those used in the main
simulation.

We developed our system on Unity, a widely used game engine.
For the physics simulation, we used Springhead [2], which has
implicit PD control as a standard feature.

We used an Oculus Rift and an Oculus Touch as input devices to
detect the position and angle of the performer’s head and hands. We
used the estimated joint angles by computing inverse kinematics
[9] as motion capture input.

5 AVATAR’S GENERATED MOTIONS
We created motions by performing with the proposed method. The
results are shown in Figure 2 and in the supplemental video (1m
17s). The stiffness of the body is indicated as kstiff at the bottom of
each video. When the stiffness is not displayed, kstiff = 1.

All of the motions are natural reactions without penetration. Fur-
thermore, in Slap, Falling Objects, the performer could generate
various reactions by adjusting the stiffness of the avatar’s body.

6 EVALUATION
In this section, we evaluate that our proposed method satisfies
the three requirements described in Section 1 by comparing it
against other methods. We assess our proposed method against
the requirements of quick tracking in Section 6.1, visually natural
contact in Section 6.2, and reducing performers’ loads in Section 6.3.

We compared four methods of moving an avatar by motion
capture using physics simulation.

ONEWAY The motion capture is directly applied to the avatar,
and the avatar is not affected when objects collide.

PD-WEAK Each joint is PD-controlledwith low gains (Pratio =
30, Pmin = 10).

PD-STRONG Each joint is PD-controlledwith high gains (Pratio =
2100, Pmin = 10).

PLIANT The proposed method.

ONEWAY represents a widely used method in current avatar
applications in which no penetration occurs when avatars collide
with objects, but penetration occurs when avatars collide with each
other. The PD gains of PD-STRONG are set to values that are high
enough to achieve quick tracking. The PD gains of PD-WEAK are
set to the same values as that of the main simulation of PLIANT to
obtain the same reaction as is obtained in PLIANT when contact
occurs.

.

Figure 3: Input/Output angles of the right shoulder joint.

6.1 Evaluation of Quick Tracking
We measured the input and output joint angles. We created input
motion by moving the right hand from right to front at a constant
speed (5 m/s). The right hand is held stationary before and after
the movement.

Figure 3 shows the typical delay on the angles for a joint. From
Figure 3 and the supplemental video (2m 12s), we can see that PLI-
ANT provided the best tracking performance, followed, in order,
by PD-STRONG and PD-WEAK. Furthermore, in PD-WEAK, the
avatar’s right hand does not stop at the target position and over-
shoots. In this situation, the performance is hampered. In PLIANT,
the delay is almost zero, and the overshoot is only about 0.2 seconds.
Therefore, PLIANT satisfies the requirement of quick tracking listed
in Section 1.

6.2 Evaluation of Visually Natural Contact
This section shows comparisons of visually natural contact as listed
in Section 1.

6.2.1 Method. We prepared videos featuring each method, showed
them to subjects, and asked the subjects to choose which method
was more natural through a nine-grade evaluation. The video used
for the questionnaire (the supplemental video 2m 18s) depicts the
following six situations. 9kg is to hit a bunch (9kg) of bottles. 1.5kg
is to hit a bottle (1.5kg).Hit is to hit a face. Slap is to slap someone
on the back. Stroke is to stroke a head. Hug is to hug someone. In
all situations, we operated the red-haired avatar. The white-haired
character was in a static pose or a small fixed standby motion to
match the conditions. In Hug only, we used additional positional
and rotational PD control of the lower leg, as the avatar’s feet
slipped when its hips moved (see Section 7 for details).

The subjects included 11 males aged from 20 to 30 years old, 2
females aged from 20 to 30 years old, 1 female aged from 40 to 50
years old, and 1 male aged from 60 to 70 years old. Note that we
instructed the subjects to pay attention to the contact, not to the
inevitable, slight differences in human performance.

6.2.2 Results and Discussion. Table 1 shows the results of the ques-
tionnaire. The naturalness scores are averages calculated from the
results of a nine-grade evaluation from -4 to +4 in which positive
scores mean that PLIANT was more natural. The compared method
means the method compared to PLIANT.

Table 1 shows that 9kg, 1.5kg, Hit, and Slap were significantly
more natural when using PLIANT than when using the compared
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Table 1: Naturalness scores of the evaluation of visually nat-
ural contact,**:p < 0.01 (Wilcoxon’s signed-rank test).

Situation 9kg∗∗ 1.5kg∗∗ Hit∗∗ Slap∗∗

Naturalness Score 3.1 2.3 2.9 2.7
Compared Method PD-STRONG

Situation Stroke Hug Stroke Hug
Naturalness Score 0.6 -0.13 0.2 0.53
Compared Method PD-STRONG ONEWAY

methods. There was no significant difference observed between the
methods for Stroke and Hug. The cause of this result is whether
the movement was large or small.

6.3 Evaluation of Reducing Performers’ Loads
We also evaluated whether the requirement of reducing perform-
ers’ loads listed in Section 1 was met. We compared PLIANT to
ONEWAY, which requires performing as if contact occurred.

6.3.1 Method. We asked the subjects to perform the following
three movements: Bump, in which a cube bumps into the avatar;
Stroke, in which the avatar strokes a moving character; and Hit,
in which the avatar quickly hits a panel that has changed color.

Regarding the experimental procedure, we first showed a model
video (the supplemental video 3m 22s). Second, we provided a sim-
ple explanation of the avatar control method. Third, we asked the
subject to perform and recorded an avatar video. Fourth, the subject
determined whether the avatar video was natural. If unnatural, the
experiment continued with the third procedure, and if natural, the
experiment ended.

To quantify the ease of performance, we measured the number
of takes subjects executed the third step. After the experiment, we
recorded their impressions. Since the movements in this experi-
ment did not require changing the avatar’s stiffness in Section 3,
we excluded the function and fixed it to a value of kstiff = 1 to pre-
vent the subjects from accidentally changing it. Since order effects
were expected in the experiment, we randomly decided whether
ONEWAY or PLIANT would be used first. The subjects included 4
males aged from 20 to 30 years old and 1 male aged from 30 to 40
years old. All subjects had experience using an Oculus Rift.

About Naturalness. Each experiment procedure ended when the
subject decided that the performance was at least as natural as the
model video. Moreover, we told the subjects, "Ignore the hips and
legs because they are not motion-captured." In Hit, we told the
subjects, "The head may not follow well; please ignore this." (see
Section 7 for details).

6.3.2 Results and Discussion. Figure 4 shows that a lesser or equal
number of takeswas requiredwith PLIANT as compared toONEWAY.
The subjects commented that "ONEWAY is very tiring because I
have to anticipate the opponent’s movements not to penetrate while
performing."

Penetrations were observed only in ONEWAY (the supplemen-
tal video 3m 22s). As a result of being aware of penetration, the
movement comes to be cautious, as seen in Subject C’s Hit use of
ONEWAY.

**

Figure 4: Number of takes for the evaluation of reducing per-
formers’ loads, **:p < 0.01.

This evaluation indicates that PLIANT meets the requirements
of reducing performers’ loads better than ONEWAY.

7 LIMITATIONS
In the proposed system, the performer does not notice the avatar’s
generated movement. For example, when the avatar pushes against
a fixed wall, (the supplemental video 4m 36s), the chest joint bends,
and the avatar bends backward. However, the performer does not
notice that the avatar is bending backward. This behavior of the
avatar pushed back against the wall is physically correct. Neverthe-
less, if the performer wants to push the wall strongly, the behavior
is contrary to the performer’s intention.

The generated motion suffered from foot slips, (the supplemental
video 4m 41s). The avatar’s waist was fixed by PD control in position.
If the waist moved, the avatar’s whole body moved, and the legs
slipped.

8 CONCLUSION
In this paper, we proposed a new avatar technology for performing
contact interaction in VR space. Our purpose was to reduce perform-
ers’ loads of performing as if contact occurred. For this purpose, we
automatically generated the effect of the contact. We applied a feed-
forward control-based prior method to a real-time motion-captured
avatar, combining two types of PD control. Moreover, we used im-
plicit PD control to enable quick and stable tracking. Our method
achieves both quick tracking and flexible reaction simultaneously.

We implemented the proposed method and performed various
performances. We easily obtained natural motions not only in the
effects of objects hitting the avatar but also in social touches, such
as stroking one’s head and hugging. In addition, evaluation exper-
iments verified that quick tracking, visually natural contact, and
reducing performers’ loads were achieved. In Section 6.3, some situ-
ations required the subject to perform carefully so as not to cause
penetration in a conventional method. In contrast, with our method,
the subject did not hesitate to move quickly. This result suggests
that our method not only reduces the performers’ loads but also
enables them to perform what they originally intended.

On the other hand, there is a limitation that the automatically
generated movements via physics simulation employed by our
proposed method may not always meet a performer’s intention.
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