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ABSTRACT

As locomotion is an important factor in improving Virtual Reality
(VR) immersion and usability, research in this area has been and
continues to be a crucial aspect for the success of VR applications.
In recent years, a variety of techniques have been developed and
evaluated, ranging from abstract control, vehicle, and teleportation
techniques to more realistic techniques such as motion, gestures, and
gaze. However, when it comes to hands-free scenarios, for example
to increase the overall accessibility of an application or in medical
scenarios under sterile conditions, most of the announced techniques
cannot be applied. This is where the use of speech as an intuitive
means of navigation comes in handy. As systems become more
capable of understanding and producing speech, voice interfaces
become a valuable alternative for input on all types of devices. This
takes the quality of hands-free interaction to a new level. However,
intuitive user-assisted speech interaction is difficult to realize due
to semantic ambiguities in natural language utterances as well as
the high real-time requirements of these systems. In this paper, we
investigate steering-based locomotion and selection-based locomo-
tion using three speech-based, hands-free methods and compare
them with leaning as an established alternative. Our results show
that landmark-based locomotion is a convenient, fast, and intuitive
way to move between locations in a VR scene. Furthermore, we
show that in scenarios where landmarks are not available, number
grid-based navigation is a successful solution. Based on this, we
conclude that speech is a suitable alternative in hands-free scenar-
ios, and exciting ideas are emerging for future work focused on
developing hands-free ad hoc navigation systems for scenes where
landmarks do not exist or are difficult to articulate or recognize.

Index Terms: Human-centered computing—Human computer
interaction (HCI)—;——Computing methodologies—Artificial
intelligence—Natural language processing Speech recognition

1 INTRODUCTION

For humans, natural language is the most intuitive interaction [74].
People unconsciously use language in almost all situations of daily
life to communicate goals, exchange ideas, or express themselves.
Computer systems that can effortlessly understand and handle speech
offer a low interaction barrier and are accessible to a large number of
users out of the box. Advances in natural language processing (NLP)
technologies in recent years mostly based on deep learning [71]
have increased the capabilities of speech interfaces to understand
spoken text [6, 84,88], process natural language [25,80,105], gen-
erate text [26, 52, 78] and generate spoken words [45, 91, 101]. In
virtual reality (VR), the use of speech technologies is becoming
increasingly popular, for example in combination with gestures for
navigation in 3D scenes [7,32,35,93], as well as for multimodal data
exploration [50,51,99] and in systems that use speech as a control
feature [53, 82].
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With regard to virtual reality locomotion techniques, a wide range
of different approaches have been studied, each with different char-
acteristics [57]. Di Luca et al. [57] find that especially controller,
vehicle and teleportation-based approaches cause users to feel more
simulator sickness and that the locomotion itself feels less natural.
In contrast, motion, gesture, and gaze-based approaches cause less
nausea and are more similar to real-world movements. Remark-
ably, voice-based locomotion is not represented among the listed
approaches, although the collection of techniques [57] is very com-
prehensive. In certain scenarios, such as in surgical procedures under
sterile conditions [23, 64], in situations where the hands are used
for a secondary task [4, 16] or when improving the accessibility
of an application [31, 55], users cannot use controllers or gestures
and therefore need alternatives. Of these, using natural language is
perhaps the most intuitive solution. Such scenarios, referred to as
hands-free, focus on alternative interaction techniques, with voice,
gaze, and head movements being the most commonly studied [68].
Although voice input is used as an interaction technique in these
contexts [82,93], its value as an alternative method of locomotion
for hands-free scenarios in sequential navigation tasks has not been
compared to other hands-free methods in terms of its performance
and satisfaction, efficiency, and efficacy.

In this paper, we focus on three different variants of voice as a
locomotion technique that is suitable for hands-free scenarios. As
such, (i) voice-based steering as a representative of steering-based
locomotion, and (ii) landmark teleportation, and (iii) number telepor-
tation as representatives of selection-based locomotion are examined
in detail. We compare the techniques with the established hands-free
locomotion technique of leaning [12, 38, 46]. The leaning technique,
which closely resembles real movement, has been shown to provide
a high degree of self-motion experience [38]. It can be performed
with or without additional controls and especially in hands-free sce-
narios. Leaning usually causes a relative change in position in the
direction the user is leaning and is therefore intuitively usable for se-
quential navigation of targets in a 3D scene. In prior work, Calandra
et al. [15] studied the combination of voice and gaze in hands-free
scenarios in a point-to-point navigation task. Our work extends these
investigations to sequential locomotion tasks that move across mul-
tiple points toward a target as performed in several use cases. One
such application for voice-controlled hands-free locomotion is in
the field of medicine, for example in virtual endoscopy, as described
in [43,56,111]. The technology enables examination of the inside
of a patient’s body using voice commands to navigate the virtual
environment. The physician’s hands can be devoted entirely to con-
trolling medical instruments, while voice control handles moving
between locations in space. Another application of voice-controlled
hands-free locomotion is inspection and training in architecture and
construction, as mentioned in [18, 98, 100]. Voice commands are
used to quickly move around large buildings or construction sites,
ask contextual questions, annotate discovered defects in construc-
tion, or trigger predefined functions during inspection via voice
command. Further use cases include digital tours and museums, as
described in [31, 59, 109]. Voice instructions are used to navigate
and interact with exhibits. Here, voice control not only provides
a more immersive, interactive, and engaging experience but also
improves accessibility for individuals with mobility impairments
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who are unable to physically visit these attractions or for whom
the use of controls is not possible. An additional aspect we are
investigating is that movements are performed in environments that
may have no or non-articulable landmarks, as is the case in specific
medical visualizations like blood vessels [29] or abstract molecule
visualizations [95]. Our results provide important insights into the
usability of speech in sequential, hands-free locomotion tasks, as
well as how to deal with existing or non-existing landmarks. This
provides ideas for further research on the development of interaction
interfaces in hands-free scenarios.

Our contributions can therefore be summarized as follows:

• Comparison of three speech-based, hands-free locomotion
techniques against leaning as an established alternative for use
in steering-based locomotion or selection-based locomotion in
sequential navigation tasks.

• Comparison of scenarios with and without articulable visual
landmarks.

In the following Section 2, we give an overview of recent work
on locomotion techniques in VR, followed by specific studies on
hands-free interaction techniques as well as related work in natural
language processing. Section 3 presents the methods studied, start-
ing with the use of speech in steering-based locomotion, moving to
selection-based methods, and ending with leaning. Sections 4 and 5
evaluate the user study and discuss our results considering perfor-
mance measures for each technique as well as an in-depth evaluation
of their values in terms of satisfaction, efficiency, and effectiveness.
Finally, in Section 6, we provide an outlook on future topics that
can be derived from our work, specifically addressing voice-based
locomotion using ad hoc number grids as an interesting direction for
future research in environments with sparse or difficult-to-articulate
visual landmarks.

2 RELATED WORK

In this section, we refer to related work that addresses locomotion
techniques in VR (2.1) as well as hands-free interaction in VR (2.2)
as a specific subset thereof. In addition, we refer to existing work
that uses speech in VR interaction (2.3), as well as work in the NLP
field that involves the recognition and synthesis of speech and text
and is used in VR systems for underlying speech processing (2.4).

2.1 Locomotion in VR
Navigation in the virtual world is one of the most important aspects
to give users the feeling of immersion. While the most natural way
of physical movement is supported in almost every VR application,
restriction within the physical space makes navigating very cum-
bersome. To still be able to move and enjoy larger environment,
alternative locomotion techniques have been developed. The work
of Martinez et al. [61] have categorized these techniques into five
major categories: Walking-based, steering-based, selection-based,
manipulation-based and automated locomotion. Walking based tech-
niques mostly rely on the physical movement of the body [9]. Here
different techniques like walking in place [30], arm-swinging [14]
or the use of external devices like omnidirectional treadmills [9] are
very commonly used. The second most researched locomotion cate-
gory [61] is steering-based locomotion. To navigate within a digital
environment a continues movement either absolute or relative to the
user is applied. This also creates the effect of floating or hovering
within the digital space. These techniques are often combined with
the input of a controller to determine the movement direction [87].
Alternative steering-based locomotion are head-directed [77], hand-
directed [58] and lean-directed steering [11, 12]. For each technique
the respective body part is directed in the desired movement direc-
tion. The research within the selection-based locomotion category is
strongly dominated by different types of teleportation approaches.

Here the user is provided with different types of inputs to select the
desired location either by looking [37] or pointing [34] towards the
destination. In most VR application the teleportation approach is
very frequently employed, as this seems to be one of the most con-
venient way to move within the VR environment [9]. Manipulation
based locomotion techniques are very unique approaches to solve
the problem of limited physical space. These techniques manually
manipulate the location of the user by virtual hand techniques. The
user can grab the camera [79] or even the entire environment [21]
with their hand. Subsequently moving their hand forward would pull
the entire scene forward. The automated locomotion methods are
usually based on predefined paths. The users themselves have little
influence on the way this locomotion is carried out [81]. They can
merely change the time at which locomotion is started or stopped
and adjust the speed [72].

2.2 Hands-Free Interaction in VR

Hands-free interactions are necessary in special circumstances, such
as medical scenarios under sterile conditions [23, 64]. Monteiro
et al. [67] provide an overview in which they identify the main
hands-free interaction techniques, the main interaction tasks that
are tackled, and the metrics currently used for them. The authors
identify voice, eye and head as the most commonly studied inter-
action modalities. Voice-based interaction studies can generally be
divided into two main categories. Firstly, systems that use simple
one-worded voice commands [17, 89] such as ’open’ or ’close’,
and secondly, systems that can recognize and process complete sen-
tences [1, 60]. Here, the user is usually given some kind of real-time
feedback. Alternatively, speech can be used to fill in some textual
properties [75] by dictating the desired text by voice. Voice-based
systems do not necessarily have to be speech-based, but can also re-
spond to certain sounds [94, 110]. For example Zielasko et al. [110]
used the sound of a whistle as a start or stop command. This has
reduced some possible complications and addressed the problem
of multilingual speech processing. Eye tracking is also a popular
method for hands-free interactions in Virtual environments [67].
While it can be difficult to add eye tracking to an already established
HMD, some newer HMDs already support internal eye tracking. By
tracking the eye position in real time, the user can select or point to
a virtual item without moving their head [8]. It is also possible to
track eye gestures such as blinking [49] or closing the eyes [44] to
confirm a selection. However, using the eyes as a tool to interact
with a virtual environment can also be problematic. Since people
naturally move their eyes or blink, this can easily be misinterpreted
as an unwanted interaction command [40]. In addition to eye track-
ing, head tracking can also be used to process input data. A simple
nod or shake of the head can be used to confirm or deny a particular
interaction [73]. Placement of an indicator that moves relative to
the head position could be used to uniquely select specific items in
the digital world by holding the indicator over the item for a period
of time [103, 104]. Other less common alternatives for hands-free
interaction include foot tracking [65], brain activity tracking [73],
and body tracking [33].

2.3 Voice Interaction Systems in VR

Speech interfaces in VR applications come in different varieties. A
predominant use of voice interaction is found in command inter-
faces. A fixed set of commands is accessible to the user and can
be articulated via natural language. When the system perceives
speech, it analyzes it and triggers the intended action, such as in
voice-controlled positioning of virtual implants in a surgical plan-
ning process [82]. To benefit from immersive data visualization,
voice interaction is a suitable tool, as speech is much more intuitive
and quicker to apply here than keyboard input [39, 50]. In terms of
locomotion, approaches combining the modalities of speech with
gestures, head movements and gaze have been explored [35, 93],
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Figure 1: Left: Steering based locomotion techniques relying on voice commands or leaning. Center: Landmark-based teleportation using voice to
articulate visual landmarks. Right: Number grid-based teleportation using numbers as an alternative in situations where no articulable landmarks
are present.

finding that combining those modalities increases the presence of
users in the VR experience. Dialogue interfaces find application in
interaction with virtual avatars and agents [2, 96]. Morotti et al. [69]
used a voice assistant in a virtual reality fashion shopping experience.
Chilufya and Arvola [20] design a virtual receptionist that provides
information via speech in different rooms of a university building.
The influence and interaction of speech and visual elements on the
narrative in a VR experience is explored by Osking et. al. [70], who
found that the use of voice control in a VR experience increases the
emotional impact on the user. Voice and sound provide an alternative
channel that enables the inclusion of people and helps them partici-
pate in a virtual experience, such as in Ferracani et al. [31] making
museums navigable for people with motor disabilities. Our work is
related to this in that it provides alternative channels of interaction
for scenarios where hands are not available.

2.4 Speech Technologies in VR

Speech interfaces in VR are based on work in the field of NLP. The
entire speech pipeline first involves the conversion of audio signals
into text strings, which are then analyzed for their semantic content.
Text responses are then generated based on this and communicated
to the user via speech synthesis. Advances in speech-to-text sys-
tems in recent years stem from successful deep learning approaches.
Wav2vec [6, 88] as a key idea uses large-scale pre-training on raw
audio data to learn discrete representations of audio segments, which
are then matched to transcribed speech in a second step. There
are several variations of this approach, using noisy student train-
ing [108] or quantization techniques [5] to improve performance.
Kaldi [76, 84] and VOSK [92] provide performance-optimized ap-
proaches for use in real-time scenarios. In our implementation, we
use a VOSK model for speech recognition because these models are
small and work fast [47]. To reliably analyze the semantic content
of an utterance, natural language understanding methods use large
language models such as BERT [25] or XLNET [105]. On the one
hand, these approaches offer powerful semantic disambiguation ca-
pabilities, but on the other hand, they suffer from long inference
times due to their model size. Faster inference can be achieved by
knowledge distillation as in DistilBERT [85]. For hard real-time
requirements, grammar-based semantic parsing approaches or ap-
proaches based on rule- or regular expression matching lead to a
faster inference [13, 54, 86]. In practice, practitioners have to trade
off between speed and accuracy, depending on the requirements of
the application at hand. Since real-time capability plays an impor-
tant role in our experiments and we measure the time to target in
our participants’ walks, we opted for a matching-based semantic
parsing approach in our implementation.

3 METHODS

In this section, we explain the three different speech-based methods
of hands-free locomotion and the leaning-based locomotion tech-
nique. We explain why they were chosen and discuss details of their
implementation. Section 3.1 deals with the two steering-based tech-
niques which are voice-based steering (3.1.1) and leaning (3.1.2).
In Section 3.2 we delve into selection-based methods by focusing
on landmark-based teleportation (3.2.1) as well as number grid
teleportation (3.2.2) as an elegant solution for environments where
landmarks are unavailable or difficult to articulate (as e.g. certain
medical terms in virtual medical environments).

3.1 Steering-based Locomotion

Steering-based locomotion techniques are locomotion techniques
that allow the user to control the direction and speed of movement
in real time [57]. For steering-based locomotion, we choose to
compare voice-based steering with leaning-based steering, as both
are applicable in hands-free scenarios. Both techniques allow the
user to change the direction and speed of a continuous movement
via hands-free control signals.

3.1.1 Voice-based Steering

Voice-based steering allows users to change direction and speed
through a series of voice commands. To change the di-
rection, users can choose between the direction commands
<forward>,<backward>,<left>,<right> and <start> and
<stop> commands. Once the command is executed, the user’s
movement is adjusted based on their current view direction. For
example, if the command <left> is applied, the user will be con-
tinuously moved towards the left of their current view. This applies
to all other commands as well, with their corresponding direction.
By modifying the current movement command, such as switching
from <left> to <right>, or by altering the view direction, the
global movement direction can be changed. It is worth noting that
the voice commands only control the movement direction of the
digital avatar and do not affect its rotation. In order for the user to
turn within the virtual environment, they must also physically rotate
their body in the corresponding direction. To change the speed of
a movement, users can choose between the commands <faster>
or <slower> to gradually increase or decrease the speed. Once
a voice command has been successfully parsed, the direction or
speed changes immediately. Between commands, the speed of the
movement remains constant. For a detailed explanation of the voice
control implementation, see Section 3.3.
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3.1.2 Leaning
In leaning-based locomotion, users specify the direction and speed
of movement by leaning their heads in different directions. To avoid
unwanted movements, the user has an area in which he/she can move
freely and in which no external movements take place. This area has
a radius of 25 cm around the original center of the head. In order for
the user to know at what distance the movement starts, a small circle
is displayed on the floor. As soon as the user’s head moves outside
this area, locomotion is initiated. By creating this move-free area, the
user can continue to physically move, rotate, and reposition without
triggering unwanted movement in the digital environment. Once
the user leans outside of this area, their position is smoothly moved
in the leaning direction. The speed of locomotion is controlled by
distance. The further the user leans in a certain direction, the faster
the movement. As soon as the user returns to an upright position,
the movement is completely stopped. The system responds to user
head movements in real-time and immediately adjusts direction and
speed. The locomotion works best when the user’s feet are also
tracked. This allows the center position and leaning range to be
automatically updated in real-time. However, as long as the user’s
physical location does not change, as in our study, foot tracking
is not required and therefore not utilized in our study. The initial
position can be calibrated when the application is started. As soon
as the user intends to change his/her physical position, the leaning
approach can be stopped using the <stop> voice command. Once
the new physical position is reached, the leaning technique can be
restarted with the <start> command. Whenever the approach is
restarted, the center point and the leaning area are recalibrated.

3.2 Selection-based Locomotion
Selection-based locomotion techniques allow the user to select a
target location in an environment and then move to that position
either immediately, for example via teleportation, or in a transitive
movement [57]. For the evaluation of selection-based locomotion
techniques, we have chosen to compare landmark-based telepor-
tation and number grid-based teleportation for the following rea-
sons: (1) Gaze and eye tracking methods have been presented as
alternative approaches for selection-based locomotion in hands-free
scenarios [68]. Existing work by Calandra et al. [15] provides a
comprehensive comparison of landmark selection using speech and
gaze in point-to-point navigation tasks, concluding that gaze com-
bined with speech and point-of-interest descriptions leads to higher
accuracy in identifying the navigation target. Based on these results,
we did not compare landmark selection by speech and gaze a second
time and refer to the results of Calandra et al. [15]. (2) Instead, we
found that selection-based locomotion methods are highly depen-
dent on the quality, identifiability, and articulability of landmarks in
the VR scene. This issue is interesting because challenging virtual
environments, such as immersive medical visualizations [29] or ab-
stract data visualizations [95], may have no landmarks or landmarks
that are difficult to articulate. This led us to compare speech-based
landmark teleportation with number grids, which may be a potential
solution for speech-based, hands-free locomotion.

3.2.1 Landmark Teleportation
Landmark teleportation allows the user to describe a visual
landmark in natural language, which is then located by the
system. To ensure that the user does not teleport directly into a
3D object, the target location is determined based on the center
of the landmark and an offset distance. This offset distance is
calculated using the bounding sphere of the mesh and ensures that
the target location is a few centimeters away from the landmark,
in the direction of the user. This helps prevent any potential
issues with teleportation. To specify a teleportation, users can
use the commands <teleport> or <jump>. Landmarks are
referenced by their linguistic descriptions. In our study scenario

Figure 2: The ten visual landmarks <chair>, <mirror>, <lamp>,
<cupboard>, <vase>, <table>, <bed>, <sink>, <kitchen> and
<sofa> that are included in the user study.

(see Section 4), the following ten objects are used as visual
landmarks: <chair>, <mirror>, <lamp>, <cupboard>,
<vase>, <table>, <bed>, <sink>, <kitchen>, <sofa>.
A typical command for a landmark teleportation looks like this:
’jump to the bed’. When a teleportation command is received, the
system performs an immediate transformation of the location to the
position in front of the destination. The technical implementation
of speech recognition is identical to that described in Section 3.3.
During our user study, (see Section 4) landmarks are positioned
randomly.

3.2.2 Number Grid Teleportation
In number grid teleportation, an ad hoc grid is created as overlay
on the floor and filled with random numbers. The grid metaphor is
inspired by the coordinates on a chessboard, which makes parts of
an object that has no visually distinguishable landmarks uniquely
identifiable and navigable via natural language. For our application,
the world is procedurally divided into square areas. Each of these
squares is then represented by a unique number that can be used for
teleportation. The size of the grid and thus the number of possible
teleportation locations can be changed to achieve an adjustable
density of teleportation points. Because the path used in our study
is very narrow, the numbers are created in only a single column.
However, for wider areas, they can be divided into as many rows
and columns as necessary. By sorting these numbers in any pattern,
e.g. ascending from start to finish, the user can quickly jump to the
beginning, middle, or end of a path without knowing where these
locations are. To guarantee independent results and prevent study
participants from memorizing number positions on the grid, the
numbers in the grid are randomly generated during the experiments
(see Section 4). Target positions on the grid are referenced by
users articulating the nearest number to the desired target position.
For better auditory discrimination, we limit the set of numbers
to numbers between <eleven> and <ninety-nine>. A typical
command for a number grid teleportation looks like this: ’teleport
to fifteen’. Similar to 3.2.1, upon receiving a command, the
system transforms the user’s location into the grid cell containing
the articulated number immediately. While we have chosen numbers
to uniquely identify each cell, theoretically any type of description
can be used.

3.3 Voice Control
Our voice control system consists of a speech recognition part and a
semantic parsing part. The speech recognition component is based
on a speech-to-text service implemented as a Python server [97].
The server runs in the background as a Docker [63] container. Our
Unity [36] frontend application communicates with this service via
HTTP web requests. To realize speech recognition, we use the mi-
crophone of a Valve Index head-mounted display (HMD). The audio
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Figure 3: Example path with nine turns containing all ten locations
needed for landmark-based teleportation.

stream is recorded at a sampling rate of 16kHz and simultaneously
streamed to the speech recognition service. A permanent transcrip-
tion function running in the backend translates the raw audio blocks
into text strings using the offline speech recognition model vosk-
small-en-us by VOSK [92]. The open source project VOSK provides
recognition models with different complexities and accuracies. All
implementations are based on the KALDI speech toolkit [76]. We
chose the smallest speech model to reduce latency so that users feel
comfortable with speech interaction. Since we deploy the voice
control system as well as the VR system on the same machine and
the GPU is required for rendering the VR environment, the speech
recognition service must use CPU resources only. With this combi-
nation, we ensure the lowest possible latencies for our users. The
VOSK speech recognition model outputs a substring for each recog-
nized word and a final string for a fully recognized utterance. Both
the partial strings and the final strings are immediately returned to
the Unity frontend application. The string is then parsed in real
time using regular expressions. For this purpose, a fixed vocabu-
lary is defined consisting of the above-mentioned commands and
landmarks. Partial strings are immediately displayed to the user,
providing immediate feedback on what the system has understood.
The final strings arriving at the Unity front end are passed through
the regular expression matcher, which looks for commands and land-
marks. Each parsing loop ends with a list of matches, which are
used to populate the command and landmark/ or number slots in a
provided locomotion function. If all slots are filled, the locomotion
function is executed and the locomotion takes place immediately. If
no match is found, the user is prompted to try again.

4 USER STUDY

Satisfaction, efficiency, and efficacy are the most used evaluation
metrics in studies to assess the usability of interfaces. Usually, they
are acquired through custom questionnaires that gather feedback
from users about their preferences and use of the interface. A few
studies rely on validated questionnaires [12, 61, 67].

4.1 Study Setup
The user study was conducted as an in-person, in-lab study, with
the same equipment provided to each participant. This way we can
ensure that the conditions are comparable for all participants. Since
we had to process each participant’s voice, the lab was in an isolated
room. No one except the participant was allowed to speak during
the study. After welcoming the participants and introducing them
to the research topic, we immediately placed them into the virtual
world. Here, they were presented with a demo scene in which they
could learn and freely explore a given locomotion technique. After
all ambiguities and questions from the participants were resolved,

the actual study was started. We additionally explained that ques-
tions during the study were only allowed in extreme cases where
users were unable to fulfill the task, as otherwise the verbal input
could be interpreted as an unwanted locomotion command. Once
the participant finished the study for the first locomotion technique,
he/she was placed in the next demo scene. From here, the next
locomotion technique was explained and explored, and subsequently
evaluated. This process was repeated until each participant had
performed all four locomotion techniques. To eliminate possible
order effects, locomotion techniques were presented to each partici-
pant in counterbalanced fashion. After the study, each participant
engaged in a questionnaire that included demographic questions as
well as questions about discomfort, comfort, presence, and usability.
After completing the questionnaire, a short debriefing session was
carried out in which additional feedback on the study could be pro-
vided. Completing the study, including all necessary preparations,
the study itself and the post study questionnaire took approximately
30 minutes per participant. All measures used in the study and the
questionnaire are explained in Section 4.4.

4.2 Hardware and Software Setup

The virtual test environment for the study needed to be developed
in a development framework capable of building applications for
VR. We chose Unity [36] as the main platform for designing our
environment because it delivers high compatibility with a wide range
of devices, can be developed and deployed on different operating
systems, and is supported by a strong community in case of bugs
and problems. For the final study, we chose a desktop PC with an
AMD R9 5900x CPU @ 3.7 GHz, 32 GB of RAM, and the Nvidia
GeForce RTX 3080ti. This setup allowed us to run both the VR
application and the speech processing as stable as possible. For the
head-mounted display, we chose the Valve Index due to its built-in
high-quality microphone. Since our approach consists of evaluating
hands-free locomotion techniques, we did not use controllers or hand
tracking within this setup. The only way to communicate with the
system was by voice. Considering that the immersion and realism of
the application could be affected by the 3D models in the scene, we
decided to use realistic furniture to create a coherent environment.
However, since visual representation is secondary in our case, we
had to make some practical adjustments given the object size. Some
life-size landmarks, such as <bed> or <kitchen>, would take up
too much space in our environment. We scaled them to fit better into
the given environment. To still achieve a realistic look, we chose a
high-quality wallpaper texture as well as a high-quality wood texture
for the floor, shown in Figure 2.

4.3 Procedure

The study itself was divided into three different phases: (1) prepa-
ration phase, (2) first trial, (3) second trial. During the preparation
phase, each participant had time to get used to the different locomo-
tion techniques within an separate digital room. This room contains
only the necessary landmarks or numbers and instructions on how
to use the locomotion technique. To ensure that all participants feel
comfortable and confident with each locomotion technique, we did
not impose any time limits on their practice. This approach allows
participants to fully understand and master the techniques, regardless
of their familiarity with VR. During the training, we presented the
details of the upcoming study so that each participant knew what to
do once the study began. When the participants were completely
sure that they had fully understood both the locomotion technique
and the goal of the task to be solved, the experiment was started.
During the first trial, the goal for each participant was to navigate
through a simplified maze-like structure. This linear path had only
branches to the left and right, but no dead ends. In this way, reaching
the end of the path is not determined by chance. In total, the prede-
fined path had nine turns with ten different landmarks (nine turns +
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one at the finish), as shown in Figure 3. Once the participant reached
the end of the , a new path was generated and the procedure was
performed again. Both mazes were constructed so that the length
and number of turns were exactly the same. Although the velocity of
the movement can have an influence on the temporal performance,
the teleportation and the timing by movement from one landmark
to the next are approximately similar. By including a second trial
with a different pathway, we made it possible to observe whether the
locomotion technique produced an improvement once the user be-
came more familiar with the locomotion technique. While we want
to investigate the learning effect within each locomotion technique,
we also want to counterbalance the learning effect caused by the
experimental setup itself. Therefore, we made sure that the order
in which the locomotion techniques are performed varies for each
participant. Although we recognize that the results of the study may
not be fully stabilized after just two trials, we also understand that
adding more trials could significantly increase participant fatigue
and potentially impact the results in various ways. Despite this, we
believe that initial changes and trends should still be observable
with a relatively small number of trials. Since some locomotion
techniques require landmarks, we placed them at each possible turn
in the path. For landmark teleportation, each turn was randomly
assigned one of the items presented in Section 3.2.1. For number
grid-based teleportation, the floor was divided into different areas,
with a random number assigned to each area (see Figure 1). For the
steering-based locomotion techniques, the path consisted only of
walls and the floor.

4.4 Measures
In order to appropriately evaluate the study conducted, we need
to consider several aspects of our locomotion methods. The most
common way to evaluate these methods against each other is to
measure the time to target [12,61,62]. However, the time to complete
a particular task is not the only important metric. In addition to
temporal performance, the feeling provided by a particular method
of locomotion may be even more important to some users, as this
directly contributes to the immersion and usability of the technique in
question. Therefore, we evaluate time as an objective measurement
and include four subjective measurements. The above measures
were chosen because they have already provided useful insights in
various studies on locomotion [12, 61]. In addition, each measure is
based on previously evaluated questionnaires. In the next section,
we will discuss the announced measures of performance, sickness,
comfort, presence, and usability.

4.4.1 Performance
To evaluate the performance of our system, we incorporate two
metrics that are tracked during the study. The time-to-target mea-
sure is used as a performance measure by counting the number of
seconds it takes a user to complete the path using the given hands-
free locomotion technique. This is a well-known technique used
in most locomotion studies [12, 61, 62]. In addition to temporal
performance, we also want to evaluate the accuracy of our speech
processing. Therefore, we perform a measurement that counts both
the accepted speech commands and the failed commands. In this
way, we also gain insight into how many speech commands are
required to complete the path.

4.4.2 Sickness
Developing the most accurate and fastest locomotion technique
would be pointless if the user would not be able to use it due to mo-
tion sickness or other discomforts. Therefore, we evaluate different
types of discomfort by including four questions from the Simula-
tor Sickness Questionnaire (SSQ) [42]: (a) general discomfort, (b)
headache, (c) eye strain, and (d) nausea. We carefully selected
these four questions (1, 3, 4 and 8) of the SSQ , as they have been

identified as essential in similar research [12]. This way we can
ensure that we obtained the most valuable information while mini-
mizing participant burden. In a post-study questionnaire participants
rated how severe each discomfort was on a 4-point Likert scale: (1)
none, (2) mild, (3) moderate, (4) severe. Rather than using a pre-
and post-study questionnaire to assess differences in discomfort, we
worded the questionnaire to directly address changes in discomfort
rather than the overall level of discomfort. In this way, we can also
exclude a possible negative influence of the SSQ questions before
the test, which might affect the results of the questionnaire after the
study [107].

4.4.3 Comfort
While discomfort is a crucial exclusion criterion for locomotion
techniques, comfort also plays an important role in the immersion
and usability of locomotion techniques. The greater the comfort of
using a particular locomotion technique, the higher the likelihood
that this technique will be used again. To assess the comfort of
locomotion techniques, we adapted the Device Assessment Ques-
tionnaire (DAS) [27]. From the DAS, we included only questions
relevant to our work (2, 3, 4, 5, 6) about overall comfort, ease of
use, accuracy, and physical and mental exertion. We removed the
question about fatigue of body parts because we mainly evaluate
speech-based locomotion. The questions can be answered on a 5-
point Likert scale: (1) strongly disagree - (5) strongly agree. While
the general goal is to develop a locomotion technique that has both
a high degree of comfort and a high degree of accuracy, in most
cases we can trade some accuracy for comfort. Whether precision
or comfort is preferred depends primarily on user preferences and
application.

4.4.4 Presence
Presence or immersion describes the extent to which the user has
the feeling of ’being’ in the digital world. To measure participants’
sense of presence in the virtual environment, we adapted the Igroup
Presence Questionnaire (IPQ) [90] to the needs of our study by
reducing the number of items from 14 to 10. This decision was
made to minimize participant distress while ensuring that essential
information weres still captured. The deleted questions were deemed
redundant or not critical to our research objectives. The remaining
10 questions were grouped into the four categories defined in the
original IPQ questionnaire: general presence (1), spatial presence
(2, 5, 6), involvement (8, 9, 10), and experienced realism (11, 12,
13), with multiple questions for each category. Each question can
be answered on a 5-point Likert scale representing the degree of
immersion: (1) not present at all - (5) completely present. Presence
has a variety of influencing factors, such as realistic graphics, the
field of view, and many others that cannot be considered in this study.
Therefore, we are more interested in whether there are differences
between the different techniques rather than the overall rating. Since
all techniques are performed in the same environment, changes in
presence are directly related to the locomotion.

4.4.5 Usability
To evaluate usability, we chose the System Usability Scale
(SUS) [10], which contains ten questions. Each question can be an-
swered on a 5-point Likert scale: (1) strongly disagree - (5) strongly
agree. To gain a comprehensive understanding of the usability of
the system, we used the ten questions of the SUS and divided them
into categories relevant to our study. These categories were chosen
to organize and analyze the data in a way that was both meaningful
and consistent with the goals of our study. The categories are: (a)
Reusability (1) - How willing are participants to use the system in the
future? (b) Complexity (2, 3, 4) - How difficult is the given system
to understand? (c) Integration (5) - How well is the locomotion
integrated into the system? (d) Consistency (6) - How reliable does
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Figure 4: Measurement of time to target, successful / failed voice commands for landmark, number, steering, and leaning-based locomotion
methods. The results are presented in a 95% confidence interval. The part on the correspondence of confidence intervals and p-values is based
on [48].

the system work? (e) Learnability (7, 10) - How easy is it to perform
a simple task when confronted with the environment for the first
time? (f) Confidence (8, 9) - How confident is the user in operating
the system. Each question is posed so that a high score for each
category represents a positive result for overall usability.

4.5 Participants
For our study, we recruited a variety of participants from different
backgrounds. There was no participant restriction for the study.
Thus, we were able to recruit a total of 20 participants, of which
11 were male, 9 were female, and 0 were diverse. The ages of all
participants ranged from 20 to 61, with an median age of 27. All
participants had at least a high school diploma, with 11 of them
currently enrolled in a bachelor’s (3) or master’s (8) degree program.
Non-students could be categorized as salespeople (1), PhD candi-
dates (2), physicians (4), professors (2), and others. While most
participants (13) had at least some knowledge of 3D environments,
9 participants reported an interest in VR for more than a year. 13
participants have used VR at least once or twice in their lives, and 2
use it almost every week. Of the 17 participants who use a PC daily,
11 play video games at least a few times a month and are familiar
with different ways of locomotion in digital environments.

5 RESULTS

To avoid dichotomous thinking [28], we will report our results as
confidence intervals rather than p-values as recommended by the
APA [3]. This approach is increasingly used across a variety of
studies within the HCI [22] and VR community [41,66, 102]. Our
performance results (see Figure 4) represent an estimate of the
bootstrapped confidence interval that includes the true mean 95%
of the time. These results also include the effect size [24]. The
questionnaire results, as shown in Figure 5 to 8, are presented with
mean and standard deviation. For simplicity, we refer only to the
mean values in the text. More detailed information can be found in
the respective figures.

5.1 Performance
The performance measures, including time to target and success-
ful/failed voice commands, can be found in Figure 4. The landmark
approach (51.0s) showed the fastest average time-to-target, followed
by leaning (58.4s), teleport to numbers (63.8s), and steering (64.6s)
within the first trial. Although the average user was fastest with
landmarks, those who were very skilled with leaning were the fastest
users overall. In the second trial, we observed an improvement in
time-to-target for all locomotion methods. Note that both paths had
exactly the same length and number of turns. While landmarks were
still the fastest (47.1 s), voice-steering followed very closely behind

(47.6 s). Nevertheless, the overall fastest user still used the leaning
approach. In addition to evaluating the temporal performance of
each locomotion technique, we also performed a measurement of the
voice processing based on the successful and failed voice commands.
Since the teleportation techniques require at least 10 successful voice
commands (one for each landmark) to reach the end of the path, it
is not surprising that the highest successful voice commands are
for teleportation by numbers (12.1) and teleportation by landmarks
(11.9), followed by voice-steering (9.3). Since the leaning approach
does not require a voice command, we do not have a measurement
for successful or failed voice commands. While the number of suc-
cessful voice commands required to reach the end of the second path
decreases slightly for teleportation through landmarks (11.4) and
numbers (11.1), the number of successful commands required for
voice-steering decreased dramatically to 3.1. When considering the
failed speech commands, it should be noted that any type of speech
that could not be mapped to one of the locomotion commands is
considered a ’failed’ command. Therefore, this measure should be
taken with caution, as some participants still asked questions or used
speech to express pleasure or frustration, which also counted as a
failed voice command. However, we attempted to minimize this
false error by frequently reminding participants not to speak during
the study. However, failed voice commands based on incorrect pro-
cessing of speech are also included. With an average of 2.1 failed
speech commands for the first path, we can see a clear improvement
for the second path with 1.1 failed commands.

5.2 Sickness
The results for sickness can be found in Figure 5. While the results
show that the scores for overall sickness, headache, eye strain, and
nausea are very low overall, leaning caused a small increase in over-
all sickness and nausea compared to the other locomotion techniques.
Looking more closely at the underlying data, we found that most
participants had no problems with leaning. However, those who did
experience sickness reported a higher score of about 3 (moderate
sickness), making leaning largely unusable for them. Although we
cannot determine the long-term impact of various techniques on
motion sickness, we have noticed that if motion sickness is present,
it tends to appear early in the first trial. A minimal increase in eye
strain was observed for both teleportation techniques compared to
the steering techniques. Although there are small differences be-
tween sickness scores, the average person does not experience large
sickness differences between the investigated locomotion methods.

5.3 Comfort
The results for comfort can be found in Figure 6, which includes
ratings for ease of use, mental effort, physical effort, accuracy, and
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Figure 5: Mean scores of sickness measures. Capped vertical bars
indicate ± SE. Leaning shows higher sickness measures than voice-
based steering and teleportation techniques.

Figure 6: Mean scores of comfort measures. Capped vertical bars
indicate ± SE. Landmark and number teleportation have higher accu-
racy and ease of use, while leaning has the highest speed of use.

speed of usage. While all locomotion methods generally have a high
rating for ease of use (4.2-4.6), the leaning method has a minimally
lower rating (4.2). Mental (1.4 - 1.45) and physical (1.1 - 1.4) effort
is very low for all locomotion methods, with leaning having a slightly
higher physical effort score (1.4). This was to be expected as leaning
was the only technique that required the participant to physically
move their body to navigate the environment. The accuracy of all
techniques ranged from 3.9 to 4.6, with teleporting to numbers (4.6)
and teleporting to landmarks (4.35) having slightly higher accuracy
than leaning (4.1) and steering (3.9). The speed of usage score shows
that the locomotion techniques with a high accuracy take more time
to execute. The speed of usage score is highest for leaning (4.45),
followed by steering (3.65), teleporting to landmarks (3.35), and
teleporting to numbers (3.25).

5.4 Presence
All results for the presence measure can be found in Figure 7. Over-
all presence is highest for leaning (4.4), followed by steering (4.1),
teleportation through landmarks (3.9), and teleportation through
numbers (3.8). The same order is found for spatial presence: leaning
(4.1), steering (4.08), teleportation by landmarks (3.8), and teleporta-
tion by numbers (3.58). For involvement in the virtual environment,
the scores of all locomotion techniques are very close (3.55-3.75).
The results show that for the leaning technique (3.7) the experienced
realism is higher than for steering (3.4), teleportation by landmarks
(3.2) and teleportation by numbers (3.2).

5.5 Usability
The results of the usability questionnaire (see Figure 8) show that
most of the values for reusability, complexity, integration, consis-
tency, learnability and confidence are similar for all locomotion
methods. The largest difference is evident in the reusability score
(3.35-3.9). Here, the landmark approach performed best (3.9), fol-
lowed by steering (3.7), leaning (3.45), and teleportation by numbers
(3.35). The complexity of each location method was very low, with

Figure 7: Means of general presence, spatial presence, involvement
and experienced realism. Capped vertical bars indicate ± SE. Steer-
ing methods show higher scores than selection methods.

Figure 8: Mean scores of usability measures. Capped vertical bars
indicate ± SE. Voice-based techniques show similar results to leaning
as an established alternative.

an average score between 1.33 and 1.48. The integration into the sys-
tem was also rated very similarly for all techniques (4.3-4.55). The
same was true for consistency (4.45-4.55), learnability (4.47-4.75),
and confidence (4.1-4.3).

6 DISCUSSION

Our results produced interesting comparisons in terms of control
using speech as well as revealed failure cases that we will look at in
more detail in the following. One of the more notable characteristics
of the performance results is that the time to complete the path de-
creased dramatically for the second path. This clearly shows that the
user needs a little time to get used to each locomotion technique in
order to unlock its real potential. While the teleportation approach
was fastest on average, we also found that the overall fastest results
were obtained for the leaning approach. This performance may be
directly related to the overall sickness and nausea scores. Partici-
pants who did not experience motion sickness during the leaning
method generally performed very well with this technique. However,
participants who experienced even a little motion sickness reported
that leaning was the most uncomfortable way to navigate. This was
also evident in the time-to-target measurement. These participants
took longer to navigate the path with leaning than with any other
method of locomotion. Because the performance of this technique
is highly dependent on each user’s preferences and tolerance for
motion sickness, we would only recommend using this technique
if the user is confident in their tolerance for motion sickness. We
also believe that the slightly lower score in the other categories is
mainly due to motion sickness, as this was one of the most common
responses during our debriefing. While motion sickness was not
unique to the leaning approach, some participants experienced prob-
lems when using the voice-steering approach. Since both approaches
involve floating motion, motion sickness is likely not directly related
to the input method of leaning, but to the way motion is applied.

We also found that voice-steering received the most positive
feedback while also being the method that could be improved the
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most. Once participants realized that they did not have to stop,
turn around, and restart the movement at every turn, the number
of voice commands processed was drastically reduced. Instead of
stopping at every turn, participants realized that they could simply
’look around the corner’ since the forward direction of the movement
was tied to their viewing direction. This can be clearly seen in the
successful voice commands in Figure 5. About halfway through
the first experiment, most participants realized how practical the
method actually was. This conclusion is confirmed by the drastically
reduced number of voice commands for the second path. Participants
generally used only the forward command at the beginning of the
path and then did not need to give another command until they reach
the end. This also explains why steering by voice resulted in the
strongest improvement in time-to-target measures between the two
paths. During our feedback session, participants also mentioned
that the slight delay in processing the voice was cumbersome and
needed to be improved in order to use the <stop> command properly.
Otherwise, they would already be very close to a wall before the
movement would actually stop. However, they felt that this method
of navigating by voice could be very enjoyable and rated this method
of locomotion as their favorite of all the techniques.

While voice-steering was voted the most popular method of loco-
motion, teleportation to the landmark came in second with only one
less vote. This, along with the fact that the voice-steering approach
needs some improvement, has probably led to the high reusability
score of teleportation by landmark. Users were very confident in
using this technique. This confidence was also reflected in the mea-
surements of time-to-target. Here, teleportation to landmarks had
the fastest results on average. One of the major drawbacks we found
during the study was that it was difficult for non-native speakers
to navigate using this technique. As the speech interface was only
trained on very specific commands, participants’ words were some-
times misunderstood, leading to frustration in some cases. However,
since our speech processing can theoretically be trained on any lan-
guage, we consider these cases as exceptions. In the future, these
cases can be addressed by adapting the voice recognition model to
specific dialects and intonations, as has been shown by [19, 83, 106].

Since numbers teleportation took a very similar approach to land-
mark teleportation, we were surprised that the time-to-target mea-
surement was worse for the numbers approach. However, this could
be explained by language processing, as numbers have additional
problems with ambiguous number names. For example, the number
<twenty-two> could also be interpreted as <twenty> and <two>
if paused too long. We intentionally removed all numbers between
zero and nine, as well as any increment of ten, to avoid false tele-
portation. However, the misinterpretation of the numbers as two
separate numbers still resulted in a failed voice command. This
problem seems to have occurred a few times during the study, as the
number of failed voice commands is higher than for the landmark
method. This also explains the slower time-to-target results. Since
both approaches are based on voice command teleportation, we ex-
pect that both will perform equally well once the voice processing
is optimized. However, both approaches have different use cases.
The landmark approach can be used very easily in environments
with many visual landmarks, while the number approach can be
generated on any type of surface. This allows the user to teleport
more accurately in less conceptually enumerable environments. A
combination of the two could also be very beneficial. The user can
use the landmark approach if landmarks are present, or create an
ad hoc grid representation of the environment if needed. This way,
the environment is not overloaded with numbers when they are not
needed, which provides exciting ideas for future work.

6.1 Future Work and Limitations

Taking into account our user study, results, and feedback from our
participants, we have identified some very interesting research topics

to explore in the future. To get rid of a small, fixed vocabulary and
enable a wide range of semantically variable commands, we plan
to integrate more sophisticated language understanding models into
our pipeline. This brings challenges related to the high inference
times of these models, as we still want to provide speech services
with consistently low latency. In this way, we will be able to support
semantically similar commands that can be used in different loco-
motion approaches, making communication with the system more
natural. By implementing a more advanced speech model, we have
the ability to process arbitrary rotation and movement directions,
allowing for a more intuitive way to steer.

In addition, we plan to include multilingual support to reach a
wider audience and solve the problem of non-native speakers. Go-
ing forward, we plan to expand the functionality of our locomotion
approach. We found that in most cases, the torso is still rotated
when navigating around a corner. However, when the user interacts
with real-world devices, such as a stationary haptic feedback device,
locomotion around multiple corners is still difficult. Therefore, we
want to incorporate additional voice commands that enable users to
<turn> their virtual avatar or <circle> around a certain view. Our
primary focus in this study was to explore the use of voice control
for fundamental navigation. We therefore kept the design straight-
forward and did not include any complex scenarios. It remains to
be seen how these voice-based techniques will perform in a more
realistic, visually rich environment with multiple paths and potential
occlusions. We hope to address this question in future work.

To further extend voice teleportation, we intend to combine the
approach of number and landmark teleportation. As long as land-
marks are present, we do not need to clutter the view with additional
numbers. However, once the user approaches an area without suffi-
cient landmarks, we plan to create an ad hoc grid system that extends
relative to the user. In this way, the environment can be overlaid with
additional landmarks to allow accurate teleportation via voice com-
mands in almost any environment. How well this can be integrated
into everyday VR and how best to create the grid representation is
something we are excited to explore in our future research.

7 CONCLUSION

In this work, we investigated three speech-based, hands-free VR
locomotion techniques and compared them to leaning as a proven
alternative. Previous work indicated the usefulness of speech as
an alternative locomotion method in hands-free scenarios by exam-
ining its effectiveness in combination with gaze movements. Our
study extends this effort by focusing the comparison on leaning as
another important alternative and examining the effects of speech-
based locomotion techniques in environments where landmarks are
not available or where they are difficult to articulate. Using the
above-mentioned techniques, we conducted a user study with 20 par-
ticipants to compare the objective performance of each locomotion
technique and measure the subjective measures of presence, comfort,
discomfort, and usability of them during a maze-like navigation
experiment. Our analysis of the different variables revealed that
users using voice-based teleportation to landmarks performed maze-
like navigation tasks faster on average. Furthermore, speech-based
techniques are indistinguishable from leaning in terms of presence
and usability. In terms of nausea, leaning shows a higher risk of
nausea, especially for participants with less VR experience. Interest-
ingly, the results of landmark and number teleportation show similar
values, for sickness, presence, comfort, and usability suggesting
that in environments without or with hard-to-articulate landmarks,
grid-based navigation with numbers is a good alternative. Based on
these results, we conclude that voice-guided locomotion techniques
are suitable for use in hands-free scenarios. This leaves room for a
deeper investigation of voice-based ad hoc navigation techniques, as
they are shown to be applicable regardless of the visual composition
of the particular hands-free environment.
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