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Figure 1: Artistic rendering of ARTEMIS and its features. Left: a Novice Surgeon in Augmented Reality receiving help from a 
remote expert. Right: a Remote Expert Surgeon in VR interacting with a 3D point-cloud of the patient, and engaging with the 
novice on a surgical procedure. 

ABSTRACT 
Traumatic injuries require timely intervention, but medical exper-
tise is not always available at the patient’s location. Despite recent 
advances in telecommunications, surgeons still have limited tools to 
remotely help inexperienced surgeons. Mixed Reality hints at a fu-
ture where remote collaborators work side-by-side as if co-located; 
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however, we still do not know how current technology can improve 
remote surgical collaboration. Through role-playing and iterative-
prototyping, we identify collaboration practices used by expert 
surgeons to aid novice surgeons as well as technical requirements 
to facilitate these practices. We then introduce ARTEMIS, an AR-VR 
collaboration system that supports these key practices. Through 
an observational study with two expert surgeons and fve novice 
surgeons operating on cadavers, we fnd that ARTEMIS supports 
remote surgical mentoring of novices through synchronous point, 
draw, and look afordances and asynchronous video clips. Most 
participants found that ARTEMIS facilitates collaboration despite 
existing technology limitations explored in this paper. 

This work is licensed under a Creative Commons Attribution International 
4.0 License.
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1 INTRODUCTION 
Whether from car accident, gunshot wound, or traumatic injury 
due to natural or man-made disasters, trauma often requires timely 
life-saving interventions; however, the expertise required to per-
form these actions is not ubiquitously present even within frst 
world medical care systems. In situations where medical expertise 
or facilities are not available locally, surgeons rush to perform life-
saving interventions that stabilize patient vitals before transferring 
the patient to a specialized surgical facility. When local surgeons 
lack the expertise to perform these life-saving interventions, they 
rely on remote guidance from expert surgeons through telemen-
toring. Unfortunately, current telementoring systems limit how 
remote experts can guide and collaborate with local, inexperienced 
surgeons. 

Telementoring is the use of information systems to provide real-
time remote guidance to an inexperienced surgeon from an expert 
surgeon [4]. Today, telementoring systems typically require expert 
surgeons to instruct novice surgeons by annotating a live video feed 
of the surgical environment. Remote experts have to map actions 
they would normally express through gestures and actions into lim-
ited video-based interactions and verbalization. Novices operating 
on the patient have the extra burden to map instructions from a 
nearby screen to the operating feld, with increased possibilities to 
make mistakes in the process [8]. 

Mixed Reality (MR) technology enables the creation of remote 
collaboration experiences where participants can interact with re-
mote collaborators more naturally [6]. The space of remote col-
laboration in MR has seen a lot of promising works with a focus 
on training [11, 20, 58] and, more recently, also on telementoring 
projects [4, 52]. 

In this work, we build upon existing works and take a human-
centered approach to designing a surgical telementoring system. 
Through role-playing sessions with US Navy surgeons and iterative 
prototyping, we gain insight into the features of MR that are useful 
in surgical and collaborative applications. Based on the communica-
tion needs of expert surgeons, and on novice surgeons’ constraints, 
we designed ARTEMIS, a collaborative mixed-reality system for 
immersive surgical telementoring. 

ARTEMIS is the frst surgical telementoring system to give ex-
perts an immersive VR operating room where they can use gestures 
and 3D annotations on a 3D reconstruction of the patient’s body to 
guide novice surgeons in Augmented Reality. ARTEMIS intuitive 
AR experience allows local surgeons to focus on the patient and 

the           
AR interfaces. 

Overall, this paper introduces three key contributions to the 
human-computer interaction, surgical innovation, and user inter-
face software and technology research space: 

• ARTEMIS’s design process, including software artifacts that
facilitated our technology exploration

• The development of ARTEMIS: a real-time, mixed reality
collaborative system for telementoring surgical procedures

• An initial qualitative evaluation of ARTEMIS through man-
nequin and cadaveric subjects

tasks at hand, rather than having to interact with complicated

2 RELATED WORK 
ARTEMIS is inspired by previous works that use Mixed Reality 
as a medium for remote collaboration. This section summarizes 
recent advances in Mixed Reality and telementoring. Throughout 
this paper, we use the term Mixed Reality to represent the the spec-
trum of technologies ranging from Augmented Reality to Virtual 
Reality [39]. 

2.1 Collaboration in Mixed Reality 
Studies show that participants collaborating on physical tasks over
video usually under perform relative to participants that are collab-
orating side-by-side [28]. Unlike video systems, collocated collabo-
rators can see and understand spatial relationships between each 
other, the task, and the environment. They use shared visual infor-
mation to communicate more efectively through a combination of 
verbalization, gestures, and actions [21]. 

The continuous development of Mixed Reality input and display 
technology has been addressing the limitations of video communi-
cation by introducing support to key components that make side-
by-side collaboration efcient: hand gestures [2, 49], sketches [23], 
annotations [11, 20, 38], real-time representations of a remote envi-
ronment [12, 30, 46, 57], gaze [1, 12], shape of remote objects [30], 
collaborators as avatars [50], virtual replicas of task object [41], 
haptics [13], and more [32, 58]. 

These works provide a range of contributions, from enabling 
technology [46] to user evaluations of new interfaces [41] to new 
interaction modalities [50]. They approach remote collaboration 
from artifcial domains, environments, tasks, and people in the en-
vironment to uncover general principles, but, as pointed out by Ens 
et al. [16], we need a more specifc distillation of these principles 
in other to apply them to a specifc domain (in this case, trauma 
surgery). For example, both remote laparoscopic procedures in prac-
tice [26] and studies like the ones by Fussell et al. [18] are based on 
a system where a mentor can annotate a live video of the mentee’s 
task space; yet, communication in the robot-building task proposed 
by Fussel et al. [18] shares little resemblance to what is communi-
cated in laparoscopic surgery [17]. Thus, while the interface in [18] 
leads to faster performance and better coordination between men-
tor and mentees, it can lead to mistakes and misunderstandings in 
a laparoscopic environment [53]. 

In our work, instead of adapting physical-collaboration systems 
such as Microsoft Remote Assist [38] and LOKI [58] to the sur-
gical domain, we take a step back to better leverage the existing 
remote collaboration literature, and understand its limitations and 
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unique uses in surgery. We involve surgeons in the design process 
and explore the use of diferent enabling technologies (including 
Microsoft Remote Assist) through a design exploration grounded 
in participatory design techniques such as role-playing [56] and 
body-storming [47]. 

2.2 Telementoring in Mixed Reality 
The domain of telementoring has greatly benefted from advances 
in telecommunication technologies [40]. In a conventional tele-
mentoring scenario, a senior or “expert” surgeon coaches a novice 
surgeon through a video stream. A common drawback for this 
conventional telementoring approach is that it requires novice sur-
geons to memorize the instructions (e.g., the position length and 
orientation of annotations) received on the display to perform them 
on the patient. This continuous focus in shift from patient to nearby 
tablet and back causes cognitive overload and potentially surgical 
errors [7]. 

Similar to the general remote collaboration literature, the intro-
duction of Mixed Reality in telementoring aimed at overcoming 
drawbacks of conventional telementoring. STAR (2016) [3, 4] uses a 
tablet display between the novice surgeon and the patient body and 
prevents unnecessary focus shift by showing instructions directly 
over the surgical feld. However, these tablet displays can only rep-
resent a fat image (no depth or 3D cues); thus, more recently, a 
new version of STAR (2018) [31, 51, 52] was introduced to provide 
novices with a head-mounted display so that they can have stereo 
view (depth cues) of annotations and instructions on the patient 
body. Situated instructions are known to increase procedural adher-
ence as well as decrease execution times [25]. A key limitation of 
all STAR systems is that the expert surgeon sees and annotates the 
patient view on a fat monitor. These annotations then sit fat onto 
the patient as the expert surgeon is unable to give them a custom 
depth, required for example, to show the depth of an incision. 

As we detail in the next section, surgeons annotating a 3D 
body need 3D annotations that they can shape freely with their 
hands. ARTEMIS builds on previous research to combine not only 
a novel 3D(expert)-3D(novice) annotation interface, but also to 
introduces non-verbal communication channels that bring telemen-
toring closer to situated mentoring (e.g., gestures) and even improve 
upon it (e.g., procedure videos). 

3 DESIGNING A MIXED REALITY 
TELEMENTORING SYSTEM 

To design a collaborative mixed reality platform for surgery, we 
need to address two problems. First, we must understand how ex-
pert surgeons mentor inexperienced surgeons - their approach, 
their goals, and their unaddressed needs. Second, we need to under-
stand how diferent MR interfaces can support their activities. Both 
problems are highly contextual and experiential. Moreover, the 
usefulness of an MR collaboration interface for a specifc scenario 
might depend on various contextual and environmental factors. 

To take into consideration the environment and the medical 
procedure, and to better understand user needs, we broke down 
our design process into two phases. (1) A role-playing phase in a 
mock-up surgical environment, and (2) An iterative prototyping 

Figure 2: Our mock-up operating room (left) and ofce en-
vironments (right). In the left picture, we see a video frame 
from one of the role-playing sessions. In it, the expert enacts 
a cricothyrotomy on a medical mannequin while designers, 
developers, and other stakeholders engage in participatory 
design. In the right picture, we see the expert’s ofce space 
with a number of paper and digital tools that we used to ex-
plore how experts would interact with the novice surgeons 

phase where experts performed procedures on mannequins and 
cadavers. 

3.1 Role-playing in a mock-up operating room 
To better understand how experienced surgeons mentor inexpe-
rienced surgeons as well as to received feedback on the use of 
MR interactions in a trauma telementoring situation, we invited 
seven domain experts (4 surgeons and 3 operating room technol-
ogy specialists) to participate in four role-playing [56] sessions. To 
contextualize the role-playing sessions, we simulated emergency 
procedures on a mannequin in a mock-up operating room (Fig. 2. 
left). 

Each session was composed of two stages. First, we asked an 
expert surgeon to walk through an emergency procedure while 
they enacted it on the simulation mannequin. This allowed us to 
observe how mentors make sense of what they do – how they 
make decisions, how they communicate surgical steps to the novice 
surgeon, as well as what expectations they have from the novice 
surgeon. During this frst stage, we asked questions to help us 
understand the specifcs of the procedure as well as the specifcs of 
their mentoring approach for that procedure. Then, in the second 
stage of the role-playing session, we invited experts to try existing 
MR applications and interfaces. We tested customized prototypes 
based on our observations as well as existing tools such as Microsoft 
Remote Assist [38]. This happened on an isolated part of the room 
where experts were unable to see the mannequin in the mock-up 
OR but were still able to talk to the designer who acted as a novice 
surgeon (Fig. 2. right). Finally, given our experts’ backgrounds 
in battlefeld care, we selected three commonly used procedures 
in military emergency scenarios [9, 10]: needle decompression, leg
fasciotomy and cricothyrotomy. While we could not actually perform
each procedure on our medical mannequin, we were able to walk 
through diferent stages of the procedure through printed images 
of a surgical video (i.e., each image showed a diferent stage of the 
procedure). 

Role-playing is commonly used in the design of interactive sys-
tem as it can help users, designers and developers communicate 
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needs and constraints. Hence, we also used these role-playing ses-
sions as an opportunity to involve other team members as well 
as operating room technology specialists from the same hospital 
where we later deployed ARTEMIS. The most interesting results, 
however, were found in the sessions with four surgeons (S1-S4) . 

In the remainder of this section, we report on our analysis of 
these role-playing sessions; our goal is to answer three key ques-
tions related to expert surgeons (tele)mentoring novice surgeons: 
1) How do mentors guide mentees? 2) How much information does 
the mentor need from the mentee side? 3) What do mentors want to 
show to mentees? 

3.2 How do mentors guide mentees? 
In a common, co-located situation, experts stand side-by-side with 
a novice surgeon as the novice surgeon operates on the patient 
(or cadaver). Novices are expected to have basic surgical skills, 
but often are unsure about the specifcs of the procedure they are 
performing — “where I put the needle, where do I make the incision, 
how do I put the tube in” [S1]. Thus, experts chime in to explain to 
novices how to fnd the incision location, how to make the incision, 
and how to use other tools required by the procedure (e.g., tubes 
and clamps). To fnd the location of an incision, surgeons rely on 
anatomical landmarks - known body features - as well as touching 
and feeling the patient. According to the surgeons we interviewed, 
for many procedures, the hardest part of the procedure can be 
fnding out where to make an incision. In a cricothyrotomy, for 
example, surgeons hold the patient’s chin with their left hand and 
probe the neck with their thumb to fnd a soft spot where the 
incision will be made. 

After fnding the location of the procedure, expert surgeons then 
proceed by showing novices the landmarks and marking paths 
where novices should make incisions with a skin marker. Finally, 
if the novice needs to use a specialized tool, the expert surgeon 
demonstrates how to use the tool by mimicking the motion and 
maneuvering of the instrument above the patient. Mentoring styles 
vary as experts may stand side-by-side with novices [S4] or across 
the table from them [S3]. In the unlikely scenario a novice is unable 
to replicate instructions, some expert surgeons move the novice to 
the side, position themselves in the same location as the novice, and 
then enact the procedure from where the mentee should perform it 
(“I move that person away to show them how to do it right (and not 
do it)”[S3]). 

3.3 How much information does the mentor 
need from the mentee side? 

During role-playing sessions, we approached this question in two 
ways. First, as experts walked us through the diferent steps of a 
procedure, we asked them what information they used to make 
procedural decisions. We also asked them how they would be able 
to make a decision without that information. Second, in the techno-
logical exploration part of each role-playing session, we had them 
interact with existing AR and VR technology to help us understand 
how existing applications could support their eforts. In this short 
subsection, we summarize both fndings. 

First, as highlighted in the previous section, surgeons use a com-
bination of touch and visual landmarks to locate the part of the 

body         
ogy that can accurately sense and replicate pressure, temperature, 
and other haptics in a sterile environment. Hence, we focused our 
research on visual tools. This restriction to the visual feld may 
seem limiting, but it allowed us to further investigate alternative 
ways of displaying patient/procedure specifc information in MR. 

In the technological exploration, part of our role-playing sessions, 
we presented experts with various ways of seeing what the novice 
sees: 

(1) A frst person view from the novice’s augmented reality 
headset. 

(2) Multiple wide-angle and close-up views of the operating 
room, including a top-down view of the patient (See monitor 
setup on the left side Figure (2). 

(3) A static 3D model of the mannequin. 

where they will operate. Unfortunately, we still lack technol-

For the frst person view, we used a Microsoft HoloLens 1 and 
its internal live-streaming application. Due to processing power 
limitations, the video quality lowers and becomes “blocky” 1 during 
sudden camera movements. Moreover, the resolution is consid-
erably low (1216x684) if compared to a modern cellphone video 
camera (1920x1080). The other cameras consisted of Intel RealSense 
cameras and a Microsoft Kinect (v2) for the top-down view. For the 
static 3D model, we used a custom model of our mannequin in a 
Virtual Reality application on an HTC Vive headset. 

First-Person View: “All I want to see is what they’re seeing.” [S3]. 
Unsurprisingly, all experts valued seeing exactly what the novice 
is seeing. S4 elaborates on possible reasons: For procedures such as 
leg fasciotomy, for example, after the frst incision, novice surgeons 
get so close to the leg that any external camera looking from behind 
or from the top would be occluded by them. “As a mentor, I would 
want a very good view of where they are retracting” [S4] (and only a 
video stream from the novices’ perspective can show that). 

External cameras looking at the patient body: When away 
from the mock-up OR, experts relied mostly on the frst-person view. 
However, S4, after observing the frst-person view feed for a while, 
said that the video stream was “choppy” and that he would like the 
“ability to see what is happening in the room, even around the learner.” 
As pointed out before, one of the technical limitations frst-person 
view cameras is that as the novice surgeon moves around, the video 
stream both bounces with head movements and can decrease in 
quality (due to compression artifacts). When discussing possible 
locations for cameras, S4 mentioned the possibility of having a 
camera on wheels that an assisting nurse would be able to move 
around and re-position for per-procedure perspectives. 

3D representation of the patient body: Most MR collabora-
tion systems available at the time represented the novice’s space on 
a fat screen (e.g., Microsoft Remote Assist [38, 52]). Before develop-
ing a real-time 3D reconstruction system, we wanted to understand 
whether or not surgeons would be interested in interacting with 
a 3D representation of the body in Virtual Reality. Overwhelming 
feedback on the reconstruction was positive, provided it was in real 
time and clear enough to show more than just gross anatomy (“It 
would be important for the model of the patient to show the opened up 

1A visual artifact of the video codec used to compress the video stream 
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leg” [S4]). Crucially, the three-dimensional representation would 
also allow for three-dimensional annotations. 

3.4 What do mentors want to show to mentees? 
Modern telementoring and remote collaboration systems augment 
the communication stream with deictic annotations. STAR [15, 31], 
for example, allows expert surgeons to annotate the novice’s video 
stream or physical space. This allows them to highlight specifc ob-
jects as well as describe actions [18]. Recent works, however, have 
shown that combining two or more visual cues such as gestures 
and annotations can have a signifcant positive impact on remote 
collaboration tasks [27]. In our role playing sessions, we wanted to 
understand which visual cues could lead to better surgical collabo-
ration between mentors and mentees. From the expert surgeons’ 
perspective, this section answers the following questions: What 
would help you best when guiding a novice surgeon? Do you need 
to bring in external content such as surgical videos or 3D anatomy? 
Should novices see virtual surgical tools? Where should novices 
see guidance information? This section summarizes this design 
exploration. 

Pointing and sketching. “I want to be able to do two things. I 
want to be able to point and say: ’this is your septum’. And then I 
want to be able to draw a line, like this, and say: ’make your incision 
here’. (...) [S3]. Building upon their approach of showing anatomical 
landmarks and then marking incision lines, experts wanted the 
system to aford a similar approach. S4 envisioned pointing with 
his fngers while S3 suggested the use of virtual pointers, similar to 
a thin pencil. 

Hands and gestures. Hands and gestures play a key role in 
how experts communicate what to do next in a surgical procedure. 
“now just lift that up and just gently spread like this” ([S3] while 
gesturing what to do) “I would want them to be able to see this”. 
Experts not only use hands to point at a specifc location on the 
patient’s body, but they also use gestures to enact diferent steps 
of the procedures. This behavior was consistently observed even 
when experts were not mocking the procedures. S2, for example, 
was enacting the procedure with his hands while narrating out 
loud. 

Overall, a virtual representation of hands can provide great ver-
satility to surgeons as they use their hands to point, to demonstrate 
hand positioning/angling, to mimick tool behaviors (e.g. clamps 
and scissors), and to quickly enact diferent ways of performing 
the same procedure (e.g., “Being able to show hands would be very 
helpful with the dissection as well, because for blunt dissection there 
are a lot of ways of doing it”, showing with their hands diferent 
ways of doing a blunt dissection). 

As we spent more time with the surgeons we realized how critical 
these gestures were, not just because of their ability to show tool 
approaches and positioning techniques, but because surgery is 
fundamentally a physical act that cannot be easily verbalized. Many 
procedures rely on experts’ tacit knowledge along side their strong 
understandings of both spatial layout and physical properties of 
anatomy. These understandings are difcult to convey verbally, but 
can be more easily communicated through physical gesturing. 

Annotations in 3D. In the telementoring scenario, annotations 
allow experts to communicate the location and length of incisions. 
A important aspect of annotations for telementoring is the ability to 
communicate depth by drawing them in three-dimensions (“It’s hard 
to show you on a non-three-dimensional thing.” [S3, while explaining 
leg fasciotomy over a paper picture]). This became clearer when 
our experts telementored using existing MR collaboration technol-
ogy such as Microsoft Remote Assist [38]. Similar to STAR [30], 
in Microsoft Remote Assist mentors sketch on a tablet and these 
annotations are then projected (ray cast) to the closest surface in 
the mentee environment. S4 was particularly concerned with that 
since procedures such as leg fasciotomy have “a natural curve to 
it...” and he wasn’t able to sketch that. 

Tools are not necessary, but could help in more compli-
cated scenarios. Most emergency procedures we role-played re-
quired specialized tools such as clamps, scalpel, metzenbaum scis-
sors, hooks, tracheostomy tubes, and others. Experts had mixed 
opinions on whether or not they should have access to equivalent 
virtual tools; they thought that these tools could be enacted with 
their hands (“The mentee can see the mentor hands right? I think that 
I can show that with my hands. I don’t think that the mentee need to 
physically see the tube) [S4]) but only when the procedures were 
not “too complex” (“for something more complex than this, I think 
that I would want to have the actual instrument.[S3]). 

Egocentric guidance. Easing the amount of cognitive work-
load on the novice was reinstated by experts several times during 
role-playing sessions. This impacts not only where information is 
displayed (“(As a mentee) It would be benefcial to see information 
from my (point of) view” [S4]) and how it is displayed (“it would 
be great for the expert to use the same hand I am using” [S4) but 
also how much control novices should have over their MR interface 
(“The learner is going to be fairly overwhelmed” (because they are 
doing a new procedure alone) [S4]). Experts also agreed that it was 
a good idea to give novices as little control as possible: “the idea of 
only getting an ON button is what most people would want” [S4]. 

Educational content can support very inexperienced sur-
geons. Mixed Reality technologies creates an opportunity to bring 
3D representations of human anatomy as well as other multi-media 
content novice’s environment, something experts mentioned could 
be useful when novice has no familiarity with a procedure. While 
not their main goal while telementoring trauma surgery, experts 
expressed an interest in having access to a library of educational 
video clips that they could show novices. Interestingly, none of the 
experts expressed interest in showing 3D anatomy as — “it varies a 
lot from person to person, and standard models won’t be helpful”[S4]. 

3.5 Summary 
In summary, our analysis showed that when expert surgeons mentor 
novice surgeons, they focused on the following four expert goals 
(EG): 

• EG1: Watch the procedure from the novice’s perspective
• EG2: Show the location of anatomical landmarks
• EG3: Mark the location, length, and depth of incisions
• EG4: Enact the use of tools



CHI ’21, May 8–13, 2021, Yokohama, Japan Gasques, et al. 

Figure 3: ARTEMIS VR - Expert surgeon’s interface in Virtual Reality. At the center, the main view that the expert surgeon sees. 
(a) Expert’s control panel with colors for 3D annotations and buttons to control novice’s calibration and visibility of hands. (b) 
Table control to adjust orientation, camera exposure and gain. (c) Remote Live Streams with two moveable cameras (RealSense 
on wheels), two fxed cameras (RealSense), one patient-focused camera (Kinect) and a frst-person view from the novice’s HMD 
(HoloLens). (d) Real-time 3D Patient Visualization. (e) Expert’s Hands as seen in VR. (f) Expert’s Pen. (g) Novice’s Avatar (when 
visible). (h) Expanded View of the Procedure Clips (the lower part is only visible when the expert is watching a procedure clip 
with the novice). 

They need a system that enables them to fulfll all these four 
goals while also not overburden novice surgeons. Novice surgeons 
are already overwhelmed by the medical procedure at hand, and 
a new communication system shouldn’t distract them from their 
main goal: keeping the patient alive. 

4 THE ARTEMIS SYSTEM 
After a 12-month long iterative design and development work that 
included rapid AR prototyping [19] and role playing in collabo-
ration with expert surgeons, we created the Augmented Reality 
Technology-Enabled reMote Integrated Surgery (ARTEMIS) sys-
tem. ARTEMIS enables skilled surgeons and novices to work to-
gether in the same virtual space and approaches the problem of 
remote collaboration through a hybrid interface: expert surgeons in 
remote sites use Virtual Reality to access a 3D reconstruction of a 
patient’s body and instruct novice surgeons on complex procedures; 
novice surgeons in the feld focus on saving the patient’s life while 
being guided through an intuitive Augmented Reality interface. 
From now on, we will refer to the expert interface as ARTEMIS VR 
and the novice interface as ARTEMIS AR. Also, to contextualize our 
implementation choices, we will refer back to the Expert’s Goals 
(EG) when describing features of ARTEMIS AR or VR. 

The novice bedside environment is equipped with a Microsoft 
HoloLens v1 [36] worn by the novice surgeon, 5x depth-cameras 
to capture the 3D scene (1x Microsoft Azure Kinect [35] placed on 
top of the bed and attached to a surgical lamp, 2x Intel RealSense 
cameras [24] in the corners of the room, and 2x Intel RealSense 
cameras on wheels movable in the OR), and an OptiTrack optical 
marker system [44] to track the movements of objects and people in 
the room (markers are attached to the HoloLens, the Kinect camera, 
and the surgical table). 

The expert’s remote environment is equipped with a video-see-
trough Virtual Reality headset (HTC Vive Pro [22]) provided with 
a wireless adapter that makes it untethered, hand+fnger tracking 
for the expert surgeon based on an IMU-equipped gloves [62], a 

wireless mouse-pen used for annotations and VR-based interactions, 
and an OptiTrack optical marker system to track the movements 
of objects and people in the room (markers attached to the Vive 
Headset, surgical table proxy, gloves, and wireless pen). 

Figure 5 shows ARTEMIS in action during one of our evaluation 
studies, and outlines the devices used for both ARTEMIS AR and 
ARTEMIS VR. 

4.1 Novice Surgeon’s Interface 
The novice surgeon’s main goal is to operate on the patient. To avoid 
distractions, the ARTEMIS AR interface components are passive, 
and by design the novice surgeon is not able to directly interact 
with the interface. All the features described below are controlled 
remotely by the expert; for instance if the novices need to hide 
annotations or play a procedure clip, then they can request the 
expert surgeon to do so. This decision emerged directly from our 
role playing sessions where it became clear that novices were not 
able to directly interact with an AR application while operating 
on a patient. Our hypothesis is that this resulting interface will 
not overwhelm the novice surgeons nor distract them from their 
operating tasks. 

The novice surgeons are able to see three main holographic rep-
resentations in front of them (Fig. 4): (a) the expert’s avatar and 
hands, (b) a remote pen and 3D annotations, and (c) procedural 
video clips. In addition, the novice surgeon is able to provide direct 
views of the patient and the surgery to the remote expert, by manip-
ulating the position of the Kinect camera and by directly attending 
to regions of interest with the HoloLens device’s camera. 

Expert’s Avatar and Hands – The novice surgeon can see both 
the expert surgeon’s location and their hands (Fig. 4a). This enables 
the expert surgeon to communicate through gestures, for example, 
by pointing to a location on the patient body (EG2) or by showing 
how to handle a surgical tool (EG4). The expert surgeon’s avatar 
automatically disappears if the novice surgeon walks into their 
virtual location. This interaction allows the novice surgeon to repeat 
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Figure 4: ARTEMIS AR Interface - Novice surgeon’s inter-
face in Augmented Reality. (a) Expert’s avatar showing them 
holding a virtual pencil. (b) 3D Annotations as seen by the 
novice. (c) Procedure clips showing a video clip. 

what the expert surgeon is gesturing in a more intuitive way as 
they are both doing it from the same point of view. In other words, 
the expert surgeon’s hands can act as a second pair of hands that 
originate from the novice surgeon’s body and guide the novice 
step-by-step. 

3D Pen and Annotations – 3D annotations (Fig. 4b) allow the 
expert surgeons to instruct the novice by 3D sketching over the pa-
tient’s body. Because these annotations are in 3D, they can directly 
communicate depth, length, and area (EG3), which are critical for 
surgical procedures such as incisions, tracheotomies, thoracotomies, 
etc. To allow for additional interaction space for the remote expert, 
3D annotations can also happen in mid-air and are not limited to 
the patient’s body. To facilitate the novice surgeon understanding 
of where the annotations will show up, if the remote surgeon is 
holding a pen, also ARTEMIS AR shows a 3D model of a pen. This 
is the same 3D pen that expert surgeons sees in their VR interface 
(see below), and it is shown in the hands of the expert surgeon’s 
avatar when in use. 

Procedure video clips – Procedure clips are an additional re-
source used to support guidance during remote telementoring. They 
are instructional, short video clips of diferent steps of specifc sur-
gical procedures that are available for the expert to show to the 
novice when needed (Fig. 4c). These video clips show up as a foat-
ing screen on top of surgical table (Fig. 1) and always face the 
novice surgeon. They keep repeating until disabled by the expert, 
and typically also contain audio instructions, that can be muted by 
the expert surgeon if needed. 

Scanning the patient through the surgical lamp – ARTEMIS 
shows a 3D reconstruction of the patient to the expert surgeon in 
Virtual Reality (Fig. 3d), but the Microsoft Kinect depth camera 
that scans the patient is in the operating room (OR). To provide 
an intuitive interface that allow the novice surgeon to both know 
what the expert surgeon can see, and easily change that view as 
needed, we designed the system to take advantage of the OR layout, 
as well as the interaction that we observed during our role playing 
session; we therefore decided to attach the depth camera to the OR 
surgical lamp that is illuminating the patient (see Fig. 5, left). In 
this way, the novice surgeon is always aware of what the expert 
surgeon can see as the lamp illuminates that part of the patient. 

4.2 Expert Surgeon’s Interface 
The expert surgeon’s Virtual Reality interface provides surgeons 
with a virtual operating room. In this operating room, the 3D re-
construction of the patient is at the center of the stage, surrounded 
by tools and VR camera views (from the Kinect, RealSense and 
HoloLens cameras) designed to make the expert surgeons’ interac-
tion with ARTEMIS more efcient, and enable the expert to success-
fully explain procedural and conceptual steps of the surgery being 
performed. Figure 3 shows the entire VR interface and highlights 
its key components. 

The expert surgeon interacts with the interface via a laser pointer, 
but unlike most VR experiences, this laser pointer is implemented 
through an actual physical pen, and not as a virtual tool that they 
“grab” with VR controllers. ARTEMIS VR does not use regular VR 
controllers to facilitate the use of gestures and tools by an expert 
surgeon that is most likely new to VR experiences. Thus, instead 
of having users learn how to map controller buttons to gestures 
and actions, the expert surgeons wear real gloves as if they were 
wearing surgical gloves (Fig. 6a) . Their only surgical tool is a pen 
that they can hold and feel with their hands, and can point, select, 
or draw (Fig. 6b). 

Control Panel – The expert’s control panel (Fig. 3a) provides 
four types of tools: (i) annotation controls and color palette, (ii) 
local space controls, (iii) novice surgeon’s interface controls, and 
(iv) calibration controls. Through the annotation controls and color 
palette, the expert surgeons can change the color of the pen before 
making a 3D annotation. They can also erase annotations on both 
their side and the novice surgeon’s side. The local space controls 
(Fig. 3a, bottom) allow experts to show and hide the novice’s head 
or torso. The Novice surgeon’s interface controls allow experts to 
change the visibility of their hands and annotations on the novice 
surgeon’s space. Finally, the calibration controls allow experts to 
work with the novice surgeon to improve the alignment of anno-
tations as seen from the novice surgeon’s side. We will elaborate 
on the needs and the approach for alignments later in this and the 
next sections. 

Table Control – This interface serves two purposes (Fig. 3b); the 
Rotate Table fips the orientation of the patient so that the expert 
surgeon can look at surgical feld from two diferent points of view; 
the Gain and Exposure controls allow the expert surgeon to control 
settings of the remote Kinect camera, adjusting the visibility of the 
patient as needed. 

Remote Live Streams – This interface (Fig. 3c) shows six difer-
ent live video streams to the expert surgeon in the top part. Two 
displays show cameras attached to rolling wheels that the novice 
surgeon can move around the operating room. Two displays show 
cameras located at opposite corners of the operating room. One 
display shows the internal camera of the head-mounted display, 
and the last display shows the patient as seen by the depth camera 
attached to the surgical lamp. The expert surgeon can use the pen 
as a laser pointer to select and show any of these six videos streams 
in the bigger display at the bottom. The location and layout of these 
displays allow for the user to see both the patient reconstruction as 
well as the video displayed in the bigger screen without the need 
to switch focus or move their heads. 
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Figure 5: ARTEMIS in action. Left: ARTEMIS AR, with a novice wearing HoloLens and in the process of performing a surgical 
procedure on a mannequin; on the ceiling-mounted rods are visible the OptiTrack and RealSense cameras (on the left rode), 
while the Kinect is attached to the surgical lamp in the middle (the white zoomable cameras on the left and right of the image 
are not part of the system). Right: ARTEMIS VR, with an expert surgeon guiding the novice user from VR, wearing the IMU-
equipped gloves, and holding the pen to annotate the 3D point-cloud in front of him; visible are the OptiTrack cameras on the 
ceiling-mounted rods, and a display showing the current VR view in the background. 

3D Patient Reconstruction – This is the central interface avail-
able to the expert surgeon to guide the novice through specifc 
surgical procedures (Fig. 3d). Through a point-cloud view, the ex-
pert surgeon can see the patient in a three-dimensional rendering 
that keeps real-world proportions. The point cloud view is a real-
world live representation of the patient and it is placed on top of an 
actual table in the remote expert’s environment. By looking at the 
point cloud the expert can see in real-time what is happening to the 
patient, and can interact with the patient representation by placing 
hands on particular parts of the body, and by annotating the body 
using 3D annotations. Both hand maneuvers and 3D annotations 
show up in real-time in the AR view of the novice. 

Novice Surgeon’s Avatar – The novice’s avatar (Fig. 3f) shows 
the location of the novice surgeon with respect to the surgical table 

Figure 6: ARTEMIS VR Input Interfaces. Expert surgeon’s 
wear gloves and interact with the interface through a phys-
ical pen. (a) Right-Hand glove showing OptiTrack markers 
(small silver spheres) installed on the top side of the glove. 
(b) Physical pen, implemented using a wireless mouse, and
showing OptiTrack markers; highlighted are its two modes:
selection mode and annotation mode.

at all times. Experts use the avatar as a communication and inter-
action anchor when guiding the novice through their procedures. 

Procedure Clips Control – This interface provides a video li-
brary containing a number of surgical procedure video clips for 
diferent procedures (Fig. 3h). By selecting one of the options, a 
series of video clips pop up on the right side of the interface (for 
instance the chest tube procedure); when the expert surgeon se-
lects one of these video clips, it displays on the larger screen at 
the bottom of the interface, and it plays synchronously on both 
the expert side in VR, and as holographic representations on the 
novice surgeon’s side (Fig. 4c). The expert surgeon can show, hide, 
pause, mute, and remove this interface from both the expert’s and 
the novice’s side. 

4.3 Calibrating 3D annotations 
Because novice surgeons may only see the 3D annotations foat-
ing in front of them (Fig. 7, right), annotations displayed at the 
wrong location can lead them to perform an action (i.e. an incision 
on the patient’s body) at the wrong place. To avoid this, before 
starting a procedure, expert surgeons can use the calibration but-
tons in the Control Panel (Fig. 3a) to calibrate the novice surgeon’s 
head-mounted display. To calibrate, the novice surgeon brings a 
Calibration Marker (See Fig. 9) under the surgical lamp view. The 
expert surgeon then selects “Start Calibrating” in the Control Panel 
(Fig. 3a); when the novice surgeon looks at the calibration marker 
through the HoloLens camera, the system performs a calibration 
between the diferent tracking devices. The expert surgeon can 
confrm alignment accuracy by annotating over the calibration 
marker. 

5 IMPLEMENTATION 
As explained earlier in this paper, ARTEMIS consists of two sep-
arate spaces: ARTEMIS AR and ARTEMIS VR. ARTEMIS AR en-
compasses the novice surgeon’s AR head-mounted display and the 
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server that connects to the cameras and trackers in the operat-
ing room. ARTEMIS VR encompasses all the tracking hardware 
used for the expert surgeon. Each computing device (HoloLens v1, 
Server Computer, and VR computer) run an application developed 
in Unity 2018.3 [60]. Figure 8 summarizes the ARTEMIS’ hardware 
and streams of data. 

ARTEMIS AR uses HoloLens v1 [36] as the AR headset and 
a standalone computer (Server Computer). HoloLens sends audio 
and video directly to ARTEMIS VR through WebRTC [37]. It also 
receives tracking data and commands directly from the VR computer. 
We use a separate computer, the Server Computer, to encode and 
stream data from the many cameras installed in the operating room. 
The Azure Kinect depth camera [35] is used to create the patient’s 
point-cloud at a resolution of 1280x720, 30fps. The Server Computer 
also encodes and streams frames from four Intel RealSense color 
cameras [24] (2 on rolling wheels, 2 in the corners of the room) 
at a resolution of 800x600. Finally, we use fve OptiTrack Prime 
13 motion capture cameras [44] to cover the entire surgical space. 
These cameras track HoloLens, the surgical table, the surgical lamp, 
and the calibration marker used to realign annotations. Tracking 
data from these cameras fow from OptiTrack’s Motive [42] to 
the Server Computer and then to both the HoloLens and the VR 
Computer through a custom protocol (Fig. 8, left). 

ARTEMIS VR uses an untethered HTC Vive Pro [22] as the VR 
headset. Similar to the AR space, it also uses OptiTrack motion 
capture cameras to track the VR headset, the pen, the gloves, and 
a physical table that serves as a proxy to the surgical table (Fig. 6 
shows the spherical passive infrared OptiTrack refectors attached 
to the gloves and the pen). Both the pen and the gloves [62] are 
commodity hardware that connect to the VR computer through 
bluetooth. We use OptiTrack’s active Vive tracker [43] to track the 
VR headset instead of using Vive’s default tracking technology. 

In developing ARTEMIS, we faced four key technical challenges: 
(1) HoloLens limitations, (2) a constant change of input and inter-
action, (3) rendering the point-cloud without distortions, and (4) 
calibrating the diferent coordinate systems. The remainder of this 
section describes the specifc software and hardware strategies that 
we used to address these challenges. 

5.1 Overcoming HoloLens Limitations 
Released to the public in 2016, HoloLens v1 was the frst commer-
cial, untethered optical see-through head-mounted display to use 
inside-out global sensor fusion for head-tracking [29]. However, 
its capability to track itself in space, makes HoloLens integration 

Figure 7: The expert surgeon annotates on the reconstruc-
tion of the patient body in VR (left) while the novice surgeon 
sees it overlaid onto the real patient in AR (right) 

. 

with external tracking systems such as OptiTrack quite challeng-
ing, especially when HoloLens’ internal tracking system drifts over 
time [61]. To check that devices are properly integrated and there-
fore ensure smooth user experience, as part of ARTEMIS we created 
an interface for the expert surgeon and the novice surgeon to verify 
that OptiTrack-HoloLens calibration is accurate. 

As an untethered device, HoloLens v1 runs on a battery that 
lasts around 2-3 hours during continuous use [36], but our surgeons 
were (correctly) worried that some procedures could last longer 
than that. To allow surgeons to quickly switch to a new device, 
each device connects to the Server Computer that acts as a hub 
and advertises that a new AR/VR display is available. This allows a 
newly connected HoloLens to quickly take over an existing session 
when a device is about to run out of battery. 

As an embedded computer, HoloLens has also limited process-
ing power. For example, our procedure clips (Fig. 3h) would not 
play while WebRTC was encoding and streaming the front-facing 
camera. To resolve this problem, we disable the frst-person view 
whenever the expert surgeon plays a procedure clip. In these situa-
tions, we expect the expert surgeon to rely on the other cameras 
to gather more visual information of what the novice surgeon is 
doing. 

5.2 Rapid Technology integration 
ARTEMIS implementation’s is the result of several iterations over 
a period of 12 months. During this time, we tested diferent com-
modity technologies to address the interaction needs we uncov-
ered during our role-playing sessions with experts. AR and VR 
technologies are still maturing and of-the-shelf products have 
limitations that only show up through extensive testing. For ex-
ample, we initially integrated Leap Motion [59] on the VR headset 
to track the expert hands, but our tests showed that Leap Motion 
fails with diferent gestures when fngers overlap each other. As 
a result, we integrated VR gloves as a replacement for Leap Mo-
tion, and later upgraded again to a computer vision hand tracking 
system. 

Often, switching from one commercial technology to another 
means migrating to a new Software Development Kit (SDK) with 
diferent programming language or environment support. To facili-
tate our rapid-technology integration, we implemented abstraction 
layers so that the expected data from each side were independent 
of the hardware and software used. For example, the point-cloud is 
encoded as JPEG and Raw 16 bits depth. We then used a dedicated 
networking library to connect and synchronize data streams across 
systems. 

Networking Library – Unity has poor support for custom, high-
throughput networking protocols. With all relevant data going and 
coming through the network, we implemented a networking li-
brary for Unity with support for Python, C++, and other platforms 
such as NodeJS. The Unity counterpart of the library provides 
a high-level interface to TCP clients and TCP servers as well as 
UDP sockets. It also receives and decodes network packets in a 
external thread to avoid impacting rendering performance. With 
the exception of the WebRTC audio and video streams, we imple-
mented all the network streams described in Figure 8 with this 
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Figure 9: Diagram representing all tracked objects in the 
Augmented Reality space. We represent the three indepen-
dent coordinate systems HoloLens, OptiTrack, and Kinect 
by H, O, and K, respectively. OptiTrack tracks all physical 
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objects of interest: the calibration marker (M O ), the surgical

−→ −→
table (SO ), the surgical lamp(LO ). The goal of the calibration
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is to fnd the transformations THO and TSK . 
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Figure 8: ARTEMIS is composed of two separate environments: ARTEMIS AR (left) and ARTEMIS VR (right). This diagram 
shows the origin and direction of data fowing from each environment. 

library. While it is possible to replicate ARTEMIS without our net-
working library, we have it available as an open source project at 
https://github.com/WeibelLab/Comms-Unity/. 

5.3 Rendering the Point-cloud 
We implemented a custom application to read, encode and stream 
color and depth frames from Kinect Azure. Color frames are en-
coded into JPEGs and depth frames are sent raw through a C++ 
interface part of our networking library. On the VR application, we 
use a custom shader to render the color and depth frames as a point 
cloud (Fig. 7, left). Our shader uses a pre-computed look-up table 
to calculate the point-cloud from the depth map similar to Azure 
Kinect Fast Point Cloud example [34]. 

The AR space tracks both the surgical table and the surgical lamp 
equipped with the ARTEMIS depth camera. The novice surgeon 
can move the camera around the patient, and the expert surgeon 
will see the diferent parts of the patient at diferent locations on 
their virtual surgical table. Moving the surgical table and the lamp 
together will not move the virtual surgical table nor the patient 
point-cloud in VR. 

5.4 Calibrating Diferent Coordinate Systems 
Showing annotations on the patient’s body requires us to know their 
location with respect to the HoloLens coordinate system. Unfortu-
nately, HoloLens is unable to directly track the body of the patient. 
We rely on OptiTrack to track both the patient and HoloLens so 
that HoloLens can translate incoming annotations from the pa-
tient’s body coordinate system to its internal coordinate system. 
We summarize the diferent coordinate systems and required trans-
formations in Fig. 9. Overall, there are two main transformations 
needed. 

The frst step is to establish a coordinate system for the pa-
tient’s body. This requires a single, ofine calibration between 
Azure Kinect and OptiTrack. We perform this calibration through a 
variation of Chiodini et al. [14] using one camera instead of using

→ a stereo setup. This calibration gives us K − 
O , the location of Azure

→Kinect with respect to the OptiTrack coordinate system (− 
O ). Given 

that Kinect is not directly tracked by OptiTrack, during calibration,
→ we use the surgical lamp location (S − 
O ) to fnd a transformation be-

tween itself and Kinect (−−→ 
TSK allows us to know the locationTSK ). 
−→ 

of Kinect at all times, even after a surgeon moves the surgical lamp.
→The second step is to fnd H − 
O –HoloLens’ location with respect to

→OptiTrack (− 
O ). Unfortunately, HoloLens’ internal tracking system 

resets its origin every time ARTEMIS AR is started. This requires us
→to fnd T −− 
HO every time we start the system. To facilitate calculating

M −→ 
H , we created a Calibration Marker that can be tracked both by 

OptiTrack and HoloLens. We use Vuforia [63] on HoloLens to track 
the marker through its front-facing camera. With known equivalent

→ → points M − 
H and M − 

O we can fnd a transformation between HoloLens 
→and Optitrack (T −− 
HO ).

https://github.com/WeibelLab/Comms-Unity/
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6 SYSTEM EVALUATION 
ARTEMIS is being prospectively evaluated within a cadaveric 
trauma model. Novices are randomly assigned to ARTEMIS support 
or the Control group (audio only consultation), and evaluation is 
performed retrospectively by experts blinded to the study partic-
ipants group (as all participants wear a headset platform) using 
standardized graduate medical education methodology. Key out-
come measures are surgical technique (evaluated using the OSATS 
tool [33]), critical decision making, and timeliness of life saving 
interventions. 

It is outside of the scope of this paper to further discuss the large 
cadaver-based randomized trial or to understand if ARTEMIS could 
be used for training and for the provision of emergency care. We, 
however, performed a qualitative evaluation of the use of ARTEMIS 
and we report here on initial results involving 5 experts, 6 novices 
and 22 procedures on mannequins and cadavers. 

6.1 Procedure 
As part of the initial deployment of ARTEMIS at Naval Medical 
Center San Diego, we enrolled 6 novices (N1-N6) and invited 5 ex-
perts (E1-E5) to work with the novices. Together they participated 
in pilot studies with mannequins, as well as actual studies with 
cadavers. Our research team engaged in direct observation, and all 
participants were video recorded. Direct observations from cadaver 
studies were used in conjunction with videos from mannequin stud-
ies. Approval for participation in the study was obtained following 
local human subject protection guidelines. 

Of the fve experts, two were Senior Critical Care Intensivists, 
and three expert were Staf Surgeons. The six novices were Surgical 
Technicians, Medics, and Junior Surgical Residents. One of the 
experts mentored two diferent novices. 

The fve experts engaged in a total of 22 procedures across all of 
the sessions with novices, with two novices only performing one 
procedure (cricothyroidotomy), and the other four performing fve 
back-to-back procedures each (cricothyroidotomy, dual-incision 
leg fasciotomy, femoral artery exposure, axillary artery exposure, 
and resuscitative thoracotomy). Procedures on mannequins did 
not entail any actual incision, while cadaver studies performed the 
procedure as if it was on a real patient. All but one experts (E1) 
and all novices were trained on the system, but neither experts 
nor novices knew in advance the procedure to perform. Sessions 
covering one to fve procedures spanned 15-60min. All experts and 
novices had the VR/AR headsets (HTC Vive Pro and HoloLens 1) 
calibrated for their inter-pupillary distance (IPDs) 

The research team was composed by at least three researchers 
(sometimes four) who observed all the sessions, took notes, and 
analyzed the videos of the procedures to uncover usability issues, 
usage patterns, communication and coordination processes specifc 
to immersive remote telementoring. Experts and novices were also 
informally interviewed at the end of their session to gather their 
feedback on the use of the system. We summarize results of this 
initial qualitative evaluation in the next section. To structure the 
results as presented below, we conducted a qualitative synthesis 
through a thematic analysis that aggregated observations from 
videos, interviews, and researcher notes. 

6.2 Results and Discussion 
In general ARTEMIS worked well, and we witnessed both novices 
and experts being able to communicate with increased precision, 
accuracy, and clarity. Novices were able to successfully complete 
the procedures assigned to their sessions, including those that they 
had never performed previously. The overall feedback from experts 
when asked about the system is nicely summarized by E2’s comment 
“To do those 5 procedures in 40 minutes, especially 2 of which he’s 
never done before ... is pretty great” [E2]. 

After reviewing the data collected during our exploratory eval-
uation, we organized our fndings into seven major themes. The 
frst three themes cover technology limitations and interaction lim-
itations. The last four show us how ARTEMIS enabled experts to 
overcome those limitations, and how the system accommodated 
for diferent mentoring styles. 

(1) The 3D point cloud doesn’t represent fne details – 3D
point clouds are as reliable as the depth information associated 
with each pixel. In situations where experts needed a closer look of 
the body, novices moved the surgical lamp supporting the depth 
camera to cover distant parts of the body (e.g. the legs during a 
fasciotomy), as well as to have better views (e.g. the side of the chest 
during a lateral puncture). Unfortunately, modern depth cameras 
still have a huge gap in resolution between the depth camera and 
the color camera. Overall, we found out that point-clouds are unable 
to to represent fner details [45, 57] such as veins and soft tissue 
such as the fascia. 

(2) Annotations’ depth and alignment are difcult to per-
ceive – One of the most difcult tasks for both experts and novices 
was to understand how to make annotations at the right depth 
(expert in VR) and at what depth were annotations done (novice in 
AR). Experts using VR for the frst time had some difculty making 
annotations at the right depth. This difculty with the interface 
is partially due to depth perception in VR. VR headsets are still 
limited in how they model and create depth perception [48]. In our 
studies we had to explain to one expert that they were writing an-
notations far above the actual 3D body because they were looking 
at the body from the top: “here, bend low / crouch there to annotate 
the body” - “Oh” [E4] – referring to stereoscopic understanding 
of depth. While we tackled this limitation by training our expert 
surgeons, a future venue of exploration is the use of visual aids and 
sketching constraints [5]. 

(3) Not everything is being shared, but this is not always
clear – During our frst tests, E1 tried to guide the novice surgeon 
by referring to one of the many video clips visible to him on the 
procedure clips library interface (Fig. 3h). It took him some time 
to realize that the novice was only able to see one selected video, 
and not the entire video library. As mentioned before, E1 was not 
trained on ARTEMIS as other experts, and did not realize that the 
AR and VR user interfaces are quite diferent. In addition, given that 
E1 was already quite experienced in collaborative VR interfaces, he 
was expecting similar interfaces as the ones he experienced in the 
past. A related problem would happen if the expert surgeon points 
to the position in space where the video library is located in VR, to 
refer to the currently playing video in AR. The location of the video 
player on the AR side is not necessarily the same as the location 
on the VR side, and therefore the pointing gestures would fail. In 
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situations like these, it is important to not take the user interface 
for granted, and train even the most experienced AR/VR users. In 
addition, to solve unbalanced interfaces, we could intervene and 
“warp deixis” [55] by changing pointing gestures so that they align 
with what users see in their environments. 

Despite these drawbacks, we found that ARTEMIS’ diferent 
communication features served as a way to overcome technical 
limitations. 

(4) Expert and novice surgeons overlap each other – 
ARTEMIS allows experts to (virtually) move around the operat-
ing room, but they mostly stayed at same remote location as the 
novice surgeon. This resonates with works that investigated the 
impact of giving view independence to remote mentors. Amores 
et al. [2], for example, touch upon a similar observation where 
experts commented on the ease of guiding someone by ofer-
ing a frst-person perspective with their own hands. This not 
only allowed them to beneft from seeing the 3D reconstruction 
from the same perspective as the novice [27], but it also facili-
tated enacting the procedure from the novice’s perspective, some-
thing that experts can’t do even when working with novices 
side-by-side. 

(5) Expert surgeons alternate between watching the novice’s 
frst-person view and sketching on 3D reconstruction – Most 
experts were initially expecting the 3D reconstruction to be as de-
tailed as a video feed or as a real-patient. Unfortunately, as pointed 
out before, point cloud renders are unable to represent small de-
tails such as veins inside cadavers. Nonetheless, by providing more 
than a single of view of the body, ARTEMIS allowed experts to 
overcome this limitation while still benefting from the 3D annota-
tion interface. After the initial incision was made, experts would 
alternate between watching the frst-person view of the novice to 
gather context of what they were doing, then looking at the 3D 
reconstruction whenever they needed to show a maneuver with 
their hands or make more markings. 

(6) Verbalization and context can help overcome visual 
alignment issues in AR – Similar to other AR systems such as 
STAR [31, 51], annotations as seen by the novices were often not 
perfectly aligned with the cadaver, sometimes being of by up to 1-
2cm. Interestingly the expert and novice were often able to smoothly 
account for this — using verbal communication, hand gestures and 
body landmarks to resolve alignment problems. For instance, in one 
of of the sessions where annotations were not perfectly aligned, 
E2 directly asked N3 for her feedback: “Does the 3D writing help 
spatially?” (despite its inaccuracies) [E2], “Yeah, defnitely. It’s pretty 
neat actually” [N3]. Another expert-novice dyad [E5-N6] learned 
that by standing over the body from a similar point-of-view, they 
could align annotations better. This helped them deal with the lack 
of depth cues in virtual spaces such as the lack of occlusion of the 
annotation by the patient body. Despite these difculties, as men-
tioned above, users were always able to resolve possible annotation 
positioning problems, by talking through them and using hands 
movements to better explain. 

(7) A Digital Whiteboard is needed ... but not really – In 
most telementoring systems, experts annotate a video interface to 
contextualize the instructions they want to convey - for example, 
by marking the location of an incision. In fact, during our role-
playing sessions, experts annotated the body to show the location 

of anatomical landmarks (EG2) as well as mark the location, length, 
and depth of incisions (EG3). Naturally, in addressing these two 
goals, ARTEMIS’ interface is centered around 3D annotations on 
the patient body. In previous telementoring systems, however, ex-
perts could use the video interface to make annotations that are 
unrelated to the patient body. For example, they might want to 
explain a technical concept or describe future steps of the proce-
dure [54]. During the exploratory study, a couple of experts asked 
for additional shared writing supports; E1, for instance, mentioned 
how he “would like to have a whiteboard so that I can make pauses 
and explain steps” [E1]. While this could inspire a new feature for 
ARTEMIS, we noticed how most experts relied on annotations over 
the virtual body (in accordance to EG1 and EG3). We also noticed 
that the lack of a digital whiteboard did not constrain experts in any 
way. E3, for example, used the space above the patient to create 
3D mid-air handwritten notes that the novices were able to read 
and act upon. 

7 CONCLUSION AND FUTURE WORK 
In this paper we introduced ARTEMIS, a Mixed-Reality system for 
immersive surgical telementoring. Through a participatory design 
process with expert surgeons, we explored the use of Mixed Re-
ality technology in a collaborative surgical task and defned four 
design goals that systems should address to better support expert 
surgeons’ needs. Our system, ARTEMIS, addresses these goals to 
create a high-fdelity remote collaboration environment for time-
critical environments. Through a qualitative evaluation, we showed 
that ARTEMIS allows untrained medical personnel to respond to 
an emergency, and to perform complex surgeries on critical pa-
tients under direct guidance from remote experts. The qualitative 
evaluation of ARTEMIS in a real-world surgery scenario outlined a 
number of important aspects that will be key for the further devel-
opment of immersive collaborative environments for time-critical 
applications. 

While telementoring for trauma care was the lead use of 
ARTEMIS, concepts explored here can be generalized to remote 
physical collaboration that requires a high-degree of fdelity and 
accuracy (down to the centimeter scale). Unlike previous systems 
that support physical task mentoring through a single, complex 
interface for both mentors and mentees (e.g., LOKI [58]), ARTEMIS 
provides specialized interfaces that allow mentors in VR to control 
what mentees immersed in AR can see so that mentees can focus 
on the task at hand. 

While much can be achieved in the future with a system like 
ARTEMIS, we believe that a critical role of this work will be to allow 
researchers to understand the unique needs of surgical collaboration 
in trauma settings as well as the impact of new mixed-reality tech-
nology for collaborative environments, specifcally investigating 
the development of common ground, collaboration, and communi-
cation. 

In the near future, along with conducting a formal evaluation 
comparing ARTEMIS with other telementoring systems, we plan 
on refning this novel technology for mobile immersive AR and 
VR to enable 3D real-time telementoring in two ways. First, to 
scale and support time-critical tasks that require co-presence of 
experts alongside novices. Second, by studying ARTEMIS from the 
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perspective of the novice surgeon. Currently, a limitation of this 
work is that it was designed through expert surgeons’ perspective. 
We expect our clinical evaluation to help us uncover unknown 
mentees’ needs that would further improve our understanding of 
how a system such as ARTEMIS can provide remote guidance to 
novice surgeons. 
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