Convolutional Neural Networks

Humans in Pictures
Summer 2004

Homework #5

Your task is to analyze an architecture for a convolutional neural network that feeds into a MLP with one output.  Your architecture is to have 5 hidden layers -- 1 is for the MLP.  After analyzing the problem at hand, you have determined that your input size is 70x54 pixels. This first convolution has a mask size of 7x7 while the next is 5x5.  All sub-sampling uses a 2x2 mask.  The first convolution has 6 feature maps.  The next convolutional layer has feature maps determined by the following table:
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Table 1: Feature maps at the second convolutional level using 8 distinct kernels

The number of hidden layers in your MLP is 20. You should use biases throughout your network. Answer the following questions.
1. Draw the basic architecture of your convolutional network.
2. How many free (trainable) parameters does it have at each layer?

3. What is the total number of connections in your architecture?

4. What are the total number neurons?

5. What effect does changing the mask size have on the type of features at each level?  What effect does increasing or decreasing the mask size at each subsequent level have on the feature space?

6. What impacts would adding more convolutional layers have on your architecture in terms of training time, mask size, input size, # of distinct kernels, etc…?  Try to think in terms of how changing one part of the architecture might affect the other parts.

7. Based on what you’ve learned, would it be beneficial to analyze your feature maps to determine what features were evolved? Would knowing such information help with the architecture of the convolutional network in any way? What are the drawbacks of peering inside?
