CAP 5937 ST: Humans in Pictures
Programming Assignment no.4

Using Support Vector Machines for a simple pedestrian/object detection architecture


1. Download SVM light implementation: http://svmlight.joachims.org/, and read the instructions on how to create a database and how to run the executable file.

2. Do one of the following:

a) Generate your databases with the image collection of your choice. You may define positive and negative classes with any reasonable criterion. The training database must contain at least 200 images, and cannot share any common image with the testing database. All images must be scaled to the same size, and converted to 256 gray-level images. Comment any code you write for converting the images and for generating your databases. You can download MIT Pedestrian Dataset from http://www.ai.mit.edu/projects/cbcl/software-datasets/PedestrianData.html (case sensitive), and/or Columbia Object Image Laboratory (COIL) Database from http://www1.cs.columbia.edu/cave/research/softlib/coil-100.html. Note that all COIL images have dark backgrounds. To avoid unintended learning, there should not be any apparent alternative criterion to discriminate the positive/negative class. For example, if you design a pedestrian detection system, you cannot use only the COIL images as the negative examples, because the classifier would learn to cheat by classifying according to the average pixel intensity in the outer part of the image, which is not really pedestrian detection.

b) Download “train.dat” and “test.dat” from course home page (Data Files link). The positive class contains 150 pedestrian images, and the negative class is made up of 60 sub images with highest variance from a large photo, 50 images of other objects manually cut from photos, and 40 COIL images (the raw images are also available from the above URL). 80% of each class goes to the training set and the rest to the test set.

3. Train SVM light with various kernel functions. For example, to train a linear SVM (with kernel as inner product), simply type “svm_learn train.dat module” where “train.dat” must reside in the same directory as “svm_learn.exe”, and the file “module” will be created in this directory as the resulting classifier. To train with third-order polynomial kernel function, type “svm_learn –t 1 –d 3 train.dat module”. If you don’t normalize the pixel intensities to between 0 and 1, then you may need to specify the scaling parameter (by –s switch) as well when using nonlinear kernels. Compare and analyze the results from different kernel functions.

4. Submit all programs you used, all source images with clear labels, and the database files you generated (named as train.dat and test.dat, respectively). Also submit a report, including your experiment description, the running results, and your comments.

