[bookmark: _GoBack]Answer to Ques 2: Recall that in the Simple Neural Networks notes, we had been asked to find the backwards propagation steps for the pathway highlighted in the figure:



Isolating that pathway, gave us the following slide:



Then, focusing on



And paying attention to each of the red-arrows to obtain the dependencies, 
we saw there that (note that “a” and “out” are the same quantities):

           ∂E/∂w1 = ∂E/∂out * ∂out/∂z * ∂z/∂a1 * ∂a1/∂z1 * ∂z1/∂w1

And, similarly, we saw that:

         ∂E/∂w7 = ∂E/∂out * ∂out/∂z * ∂z/∂w7

For our new problem in the practice test, we are being asked to do the newly highlighted pathway:



So, we will need to get:

          ∂E/∂w9 

and, similarly, we need:

         ∂E/∂w12.

Using the same approach as before, we get:

       ∂E/∂w9     =      ∂E/∂out * ∂out/∂z * ∂z/∂a3 * ∂a3/∂z3 * ∂z3/∂w9

and

      ∂E/∂w12    =    ∂E/∂out * ∂out/∂z * ∂z/∂w12.

These last two equations are all that you need to write for the answer to this question.



image1.jpeg




image2.jpeg
The Backward Pass : ) :21 " >

e PLEASE NOTE: Using chain rule for hidden layer:

w1 w7
OE/0w1 = 9E/0a1 * 9a1/0z1 * dz1/dw1 0.2 04

OE/ow1 dE/oW7

simply expands to

OE/0w1 = OE/dout * dout/dz * dz/da1 * 0a1/0z1 * 9z1/0w1

Compare this to below

OE/0w7 = OE/dout * dout/dz * 9z/dw7

wi

Chain rule illustration for 9E/ow1:
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