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Abstract—We considera multi-cluster, multi-hop packet radio network
architecture for wir elesssystemswhich can dynamically adapt itself with
the changing network configurations. Due to the dynamic nature of the
mobile nodes, their associationand dissociationto and from clustes per-
turb the stability of the system,and hencea reconfiguration of the systemis
unavoidable. At the sametime it is vital to keepthe topology stableaslong
as possible. The clusterheadswhich form a dominantsetin the network,
decidethe topology and are responsiblefor its stability. In this paper, we
proposea weightedclusteringalgorithm (WCA) which takesinto consider
ation the ideal degree, transmission power, mobility and battery power of
a mobile node. We try to keepthe number of nodesin a cluster around
a pre-definedthresholdto facilitate the optimal operation of the medium
accesscontrol (MAC) protocol. Our clusterheadelection procedure is not
periodic asin earlier reseach, but adapts basedon the dynamism of the
nodes. This on-demand executionof WCA aims to maintain the stability
of the network, thus lowering the computation and communication costs
associatedwith it. Simulation experimentsare conductedto evaluate the
performance of WCA in terms of the number of clusterheads,reafiliation
frequencyand dominant setupdates. Resultsshow that the WCA performs
better than the existing algorithms and is alsotunable to differ ent types of
ad hoc networks.

I. INTRODUCTION

Currentcellular wirelessnetworks solely rely on the wired
backboneby which all basestationsare connectedjmplying
that networks arefixed and constrainedo a geographicahrea
within a pre-definedboundary Deploymentof sucha network
takestime andcannotbe setup in timesof utmostemegeng.
Therefore mobile multi-hopradio networks, alsocalledad hoc
networks or peerto-peernetworks, play acritical role in places
wherea wired (central)backboneis neitheravailable nor eco-
nomical to build, suchaslaw enforcementoperations,battle
field communicationsdisasterrecovery situations,and so on.
Suchsituationsdemanda network whereall the nodesinclud-
ing the basestationsarepotentiallymobile,andcommunication
mustbe supportedintetheredetweerary two nodes.

A multi-cluster multi-hop paclet radio network architecture
for wirelesssystemsshould be able to dynamically adaptit-
self with the changingnetwork configurations.Certainnodes,
known asclusterheadsareresponsibldor theformationof clus-
ters (analogousgo cellsin a cellular network) andmaintenance
of thetopologyof thenetwork. Thesetof clusterheadss known
asadominantset A clusterheadioestheresourcellocationto
all the nodesbelongingto its cluster Dueto the dynamicna-
ture of the mobile nodes,their associatiorand dissociationto
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andfrom clustersperturbthe stability of the network andthus
reconfigurationof clusterheadss unavoidable. This is anim-
portantissuesincefrequentclusterheagdhangesdwerselyaffect
the performanceof otherprotocolssuchasschedulingrouting
andresourceallocationthatrely on it. Choosingclusterheads
optimally is anNP-hardproblem[2]. Thusexisting solutionsto
this problemarebasedon heuristic(mostly greedy)approaches
andnoneof themattemptdo retainthetopologyof the network
[2], [4]. We believe a good clusteringschemeshouldpresere
its structureasmuchaspossiblewhennodesaremoving and/or
thetopologyis slowly changing.Otherwise re-computatiorof
clusterheadandfrequentinformationexchangeamongthe par
ticipatingnodeswill resultin high computatiorcostoverhead.

The conceptof dividing the geographicalegion into small
zoneshasbeenpresentedmplicitly in the literatureascluster
ing [9]. A naturalway to mapa “standard”cellulararchitecture
into amulti-hoppacletradionetwork is via theconcepbf avir-
tual cellularnetwork (VCN) [4]. Any nodecanbecomea clus-
terheadf it hasthe necessaryunctionality suchasprocessing
andtransmissiompower. Nodesregisterwith thenearestluster
headandbecomememberof thatcluster Clustersmay change
dynamically reflectingthe mobility of the underlyingnetwork.
Thefocusof the existing literaturein this areahasbeenon just
partitioningthe network into clusterq?2], [3], [6], [7], [8], with-
out taking into consideratiorthe efficient functioningof all the
systemcomponentsThe lack of rigorousmethodologiesppli-
cableto thedesignandanalysisof peerto-peemobilenetworks
hasmotivatedin-depthresearctin thisarea.Therehave beenso-
lutionsfor efficient waysof interconnectinghe nodesin sucha
way thatthe lateng of the systemis minimizedwhile through-
put is maximized[6]. Most of the approache$§2], [4], [6] for
findingtheclusterheaddo not produceanoptimalsolutionwith
respecto batteryusageloadbalancingandMA C functionality.

In this paper we proposea weightedclustering algorithm
(WCA) which takesinto consideratiorthe numberof nodesa
clusterheadtanhandleideally (without ary severedegradation
of the systemperformance)fransmissiorpower, mobility and
batterypower of the nodes. Most of the existing clusteringal-
gorithmsare invoked periodically but our algorithmis not pe-
riodic. Its invocationis adaptve basedon the mobility of the
nodes.More preciselytheelectionprocedures delayedaslong
aspossibleto reducethecomputatiorcost. Frequenupdatese-
sultin highinformationexchangeamongthe nodesresultingin
high communicatioroverhead.We shav by simulationexperi-



mentsthat our methodyields betterresultsas comparedo the
existing heuristicsin termsof the numberof reafiliations and
dominantsetupdates.

Therestof thepapelis organizedasfollows. In Section2, we
presenthe existing approachesandtheir limitations. Section3
propose®urnew algorithm.Simulationresultsarepresentedh
Section4 while conclusionsareofferedin Section5.

Il. PREVIOUS WORK

Severalheuristicshave beenproposedo chooseclusterheads
in anadhocnetwork. Theseinclude(i) Highest-Dgreeheuris-
tic (ii) Lowest-ID heuristicand (iii) Node-Weight heuristic. In
the assumedyraphmodel of the network, the mobile terminals
arerepresente@dsnodesandthereexists an edgebetweentwo
nodesif they can communicatewith eachother directly (i.e.,
one nodelies within the transmissiorrangeof another). The
performanceof theseheuristicswereshavn in [3], [6] by sim-
ulation experimentavheremobile nodeswererandomlyplaced
in a squaregrid and moved with differentspeedsn different
directions.Let ussummarizebelov theseheuristics.

A. Highest-DegreeHeuristic

This approachis a modifiedversionof [10] which computes
the degreeof a nodebasedon the distancebetweenthat node
from others.A nodez is consideredo be a neighborof another
nodey if x lies within the transmissiorrangeof y. The node
with the maximumdegreeis choserto bea clusterheaéndary
tie is brokenby the nodeids which areunique.Theneighborsof
aclusterheadbecomenembersf thatclusterandcannolonger
participatein the electionprocess.This heuristicis alsoknown
asthehighest-conneatity algorithm.

Experimentsdemonstratahat the systemhasa low rate of
clusterheadchangesbut the throughputof the systemis low.
Typically, eachclusterwasassignedgomeresourcesvhich was
sharedamongthe membersf thatclusteron a round-robinba-
sis[6], [7], [8]. Asthenumberof nodesn aclusterisincreased,
thethroughpubf eachuserdropsandhence agradualdegrada-
tion in the systemperformances obsened. Thisis theinherent
drawvback of the Highest-Dgreeheuristicsincethe numberof
nodesin aclusteris notbounded.

B. Lowest-ID Heuristic

GerlaandTsai[6] proposeda simpleheuristicby assigninga
uniqueid to eachnodeandchoosinghenodewith theminimum
id asa clusterhead.However, the clusterheaccan deleyate its
dutiesto the next nodewith the minimum id in its cluster A
nodeis calledgatevayif it lies within thetransmissiomangeof
two or moreclusters.

For this heuristic, the systemperformanceis better com-
paredto the Highest-Dgreeheuristicin termsof the through-
put. Sincethe ervironmentunder consideratioris mobile, it
is unlikely thatnodedegreesremainstableresultingin frequent
clusterheadipdatesThedravbackof this heuristicis its biasto-
wardsnodeswith smallerid which leadsto the batterydrainage

of certainnodes. Moreover, it doesnot attemptto balancethe
load uniformly acrossall the nodes.

C. Node-Weight Heuristic

Basagniet al. [2], [3] assignedhode-weightdasedon the
suitability of anodebeinga clusterheadA nodeis choserto be
aclusterheadf its node-weighis higherthanary of its neigh-
bor’s node-weights.The smallernodeid is chosento breaka
tie.

To verify the performanceof the system[2], the nodeswere
assignedweights which varied linearly with their speedsbut
with negative slope. Resultsproved that the numberof up-
datesrequiredis smallerthanthe Highest-Dgreeand Lowest-
ID heuristics. Sincenodeweightswerevariedin eachsimula-
tion cycle, computingthe clusterheadbecomesery expensve
andthereareno optimizationsonthe systemparametersuchas
throughputandpower control.

I1l. OUR APPROACH

Noneof the above threeheuristicsleadsto an optimal selec-
tion of clusterheadsinceeachdealswith only a subsetof pa-
rametersvhichimposeconstrainton the system.For example,
a clusterheadnay not be able handlea large numberof nodes
dueto resourcdimitationsevenif thesenodesareits neighbors
andlie well within its transmissiorrange. Thus,the load han-
dling capacityof the clusterheacputs an upperboundon the
node-dgree.In otherwords,simply coveringthe areawith the
minimum numberof clusterheadsvill put moreburdenon the
clusterheadsAt the sametime, more clusterheadsvill leadto
a computationallyexpensve system. This may resultin good
throughput,but the datapaclets have to go through multiple
hopsresultingin highlateng. In summarychoosinganoptimal
numberof clusterheadshichwill yield highthroughpututin-
cur aslow lateng aspossiblejs still animportantproblem.As
the searchfor betterheuristicsfor this problemcontinues,we
proposethe use of a combinedweight metric, that takes into
accountseveral systemparameterdik e the ideal node-dgree,
transmissiompower, mobility andthebatterypowerof thenodes.

We could have afully distributedsystemwhereall the nodes
sharethe sameresponsibilityandactasclusterheadsHowever,
more clusterheadsesultin extra numberof hopsfor a paclet
whenit getsroutedfrom the sourceto the destinationsincethe
paclet hasto go via larger numberof clusterheads Thusthis
solutionleadsto higherlateng, more power consumptiorand
more information processingoer node. On the other hand, to
maximize the resourceutilization, we can chooseto have the
minimum numberof clusterheadso cover thewhole geograph-
ical areaover which the nodesaredistributed. The whole area
canbe split up into zones the sizeof which canbe determined
by the transmissiorrangeof the nodes. This canput a lower
boundon the numberof clusterheadsequired.ldeally, to reach
this lower bound,a uniform distribution of the nodesis neces-
saryover the entirearea. Also, the total numberof nodesper
unit areashouldbe restrictedso that the clusterheadn a zone
canhandleall the nodestherein.However, the zonebasedlus-



teringis notaviable solutiondueto thefollowing reasons.

The clusterheadsvould typically be centrallylocatedin the
zone,andif they move, new clusterheadsiave to be selected.
It might sohapperthatnoneof the othernodesin thatzoneare
centrallylocated.Thereforeto find anew nodewhich canactas
aclusterheadvith the othernodeswithin its transmissiomange
might be difficult. Anotherproblemarisesdueto non-uniform
distribution of the nodesover thewhole area. If a certainzone
becomedenselypopulatedthen the clusterheadnight not be
ableto handleall thetraffic generatedby thenodesdecauséhere
is aninherentlimitation on the numberof nodesa clusterhead
canhandle.We proposégo selectthe minimum numberof clus-
terheadsvhich cansupportall thenodesn thesystensatisfying
theabove constraints.

A. Basisfor Our Algorithm

To decidehow well suiteda nodeis to be a clusterheadye
take into accountits degree,transmissiorpower, mobility and
battery power. The following featuresare consideredn our
weightedclusteringalgorithm(WCA).

« The clusterheacelection procedureis not periodic and in-
voked asrarely as possible. This reducessystemupdatesand
hencecomputatiorandcommunicatiorcosts.

« Eachclusterheadcanideally supportM (a pre-definedsys-
tem threshold)nodesto ensureefficient MAC functioning. A
high throughputof the systemcan be achieved by limiting or
optimizingthe numberof nodesin eachcluster

« Thebatterypowercanbeefficiently usedwithin certaintrans-
missionrange. Consumptiorof the batterypower is moreif a
nodeactsasa clusterheadatherthananordinarynode.

« Mobility is animportantfactorin decidingthe clusterheads.

Reafiliation occurswhenone of the ordinarynodesmovesout
of a clusterandjoins anotherexisting cluster In this casethe
amountof informationexchangebetweerthe nodeandthe cor-

respondingclusterheadis local andrelatively small. The infor-

mation updatein the event of a changein the dominantsetis

muchmorethanareafiliation.

« A clusterheads ableto communicatéetterto its neighborsf

they arecloserto the clusterheadvithin thetransmissiomange.
Thisis dueto signalattenuatiorwith increasingdistance.

B. ProposedAlgorithm (WCA)

Basedontheprecedingliscussionswe proposeanalgorithm
which effectively combinesall the systemparametersvith cer
tain weighing factors, the valuesof which can be chosenac-
cordingto thesystenneeds For example power controlis very
importantin CDMA networks,thustheweightof thatfactorcan
be madelarger. The flexibility of changingthe weight factors
helpsin applyingour algorithmto variousnetworks. The proce-
durefor clusterheadelectionis presentedbelow. Its outputis a
setof nodegdominantset)which formstheclusterheadfor the
network. Accordingto our notation,the numberof nodesthat
aclusterheadanhandleideallyis M. Theclusterheactlection
algorithmis invoked at the time of systemactivation and also
whenthe currentdominantsetis unableto cover all the nodes.

ClusterheadElection Procedure

Stepl: Findtheneighborf eachnodew (i.e.,nodeswithin its
transmissiomange).This givesthedggree d,, of thisnode.
Step2: Computethe degree-diference D, = |d, — M|, for
every nodev.

Step3: For every node,computethe sumof the distances P,
with all its neighbors.

Step4: Computethe running averageof the speedfor every
node.This givesa measuref mobility andis denotedby M,,.
Step5: Computethetime, T, of anodev duringwhichit acts
asaclusterheadT, indicateshow muchbatterypowerhasbeen
consumedincewe assumedhatconsumptiorof batterypower
is morefor a clusterheadhanfor anordinarynode.

Step6: Calculatea combinedweight I, = ¢1D, + coP, +
csM, + ¢4T,, for eachnodewv. The coeficientscy, co, c3 and
c4 arethe weighing factorsfor the correspondingsystempa-
rameters.

Step7: Choosethe nodewith a minimum I,, to be the cluster
head.All the neighborsof thechoserclusterheadannolonger
participatein the electionalgorithm.

Step8: RepeatSteps2 to 7 for theremainingnodesnot yet as-
signedto ary cluster

C. SystenActivationandUpdatePolicy

Whena systemis broughtup, every nodev broadcast#s id
which is registeredby all other nodeslying within v’s trans-
missionrange,tx_range. It is assumedhat a nodereceving
a broadcasfrom anothernode can estimatetheir mutual dis-
tancefrom the strengthof the signalreceved. Thus,every node
is madeaware of its neighboringnodesand their correspond-
ing distances.Note that theseneighboringnodesare only the
geographicaheighborsanddo not necessarilymeanneighbors
in the samecluster Oncethe neighborslist is ready our al-
gorithmWCA chooseghe clusterheador thefirst time. Each
nodemaintainsa recordof its status(i.e., whetheror notit is a
clusterhead)lf it is anon-clusterheadode thenit shouldknown
theclusterit belongsto andthe correspondinglusterhead.

Due to the dynamic nature of the systemconsidered,the
nodesaswell astheclusterheadtendto movein differentdirec-
tions, thusdisoganizingthe stability of the configuredsystem.
So,the systemhasto be updatedrom time to time. The update
may resultin formation of new clusters. It may alsoresultin
nodeschangingtheir point of attachmenfrom one clusterhead
to anothemwvithin theexistingdominantset,whichis calledreaf-
filiation. The frequeng of updateand hencereafiliation is an
importantissue.If the systemis updatedperiodicallyat a high
frequeng, thenthe latesttopology of the systemcan be used
to find the clusterheadsvhich will yield a good dominantset.
However, this will leadto high computationatostresultingin
thelossof batterypower or enepy. If thefrequeny of updateis
low, thereare chanceghat currenttopologicalinformationwill
belostresultingin sessionserminatedmidway.

Every mobile nodein ary system(GSM or CDMA) periodi-
cally exchangecontrolinformationwith the basestation. Simi-
lar ideais appliedhere,whereall the nodescontinuouslymoni-
tor their signalstrengthasrecevedfrom the clusterheadWhen



the mutual separatiorbetweenthe nodeandits clusterheadn-

creasesthe signal strengthdecreaseslin that case the mobile
hasto notify its currentclusterheadhatit is no longerableto
attachitself to that clusterhead.The clusterheadries to hand-
over the nodeto a neighboringcluster(existing clusterheadn

the dominantset), this processeingcalleda reafiliation. The
clusterheadf the reafiliated nodeupdatests memberlist. If

thenodegoesinto aregion notcoveredby ary clusterheadthen
the clusterheactlectionalgorithmis invoked andthe new dom-
inantsetis obtained.

Theobjective of our clusterheaelectionalgorithmis to min-
imize the numberof changesn dominantsetupdate.Oncethe
neighborslist for all nodesare created,the degree-diference
D, is calculatedor eachnodew. Also, P, is computedor each
nodeby summingup the distance®f its neighbors.The mobil-
ity M, is calculatedby averagingthe speedof the node. The
total amountof time, T, it remainedas a clusterheads also
calculated.All theseparametersre normalized,which means
that their valuesare madeto lie in a pre-definedregion. The
correspondingveightscy, ca, c3 or ¢4 arekeptfixedfor agiven
system. The weighing factorsalso give the flexibility of ad-
justing the effective contrikbution of eachof the parametersn
calculatingthe combinedweightI,,. For example,in a system
wherebattery power is more important, the weight ¢4 associ-
atedwith T,, canbe madehigher It is to be notedthatthe sum
of theseweighingfactorsis 1. Thenodewith theminimumtotal
weight, I,,, is electedasa clusterheadThe electedclusterhead
andits neighborsareno longereligible to participatefurtherin
theremainingpartof the electionprocess.Theelectionprocess
is continueduntil every nodeis foundto beeithera clusterhead
or aneighborof someclusterhead.

IV. SIMULATION STUDY

We simulatea systemwith N nodesona 100x 100grid. The
nodescould move in all possibledirectionswith displacement
varying uniformly between0 to a maximumvalue (maxdisp),
per unit time. To measurehe performanceof our system,we
identify threemetrics: (i) the numberof clusterheads(ii) the
numberof reafiliations, and (iii) the numberof dominantset
updates.Every time a dominantsetis identified,its cardinality
givesthe numberof clusterheadsThe reafiliation countis in-
crementedvhenanodegetsdissociatedromits clusterheaénd
becomesa memberof anotherclusterwithin the currentdom-
inant set. The dominantset updatetakes place when a node
cannolongerbea neighborof ary of the existing clusterheads.
Thesehreeparameterarestudiedfor varyingnumberof nodes
in the systemtransmissiomangeandmaximumdisplacement.

A. Summanyf ExperimentaResults

In our simulation, N wasvariedbetweer20 and60, andthe
transmissiorrangewas varied between0 and 70. The nodes
movedrandomlyin all possibledirectionswith a maximumdis-
placemenbf 10 alongeachof the coordinatesThus,the maxi-
mum Euclideardisplacemenpossibles 10/2. We assumehat
eachclusterheads ideally ableto handle10 nodesin its clus-
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Fig. 1. Averagenumberof clustersmaxdisp=5
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Fig. 2. Reafiliations perunit time, maxdisp=5
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Fig. 3. Dominantsetupdates maxdisp=5

ter in termsof resourceallocation. Therefore theideal degree
wasfixed at M = 10 for the entire experiment. Due to this,
theweightassociateavith D,, wasratherhigh. Thenext higher
weightwasgivento P,, whichis the sumof the distancesMo-
bility and batterypower were given low weights. The values
usedfor simulationwerec; = 0.7, c; = 0.2, c3 = 0.05 and
cs = 0.05. Notethatthesevaluesarearbitraryat this time and
shouldbe adjustedaccordingto the systenrequirements.

Figures1-3 show the variation of three parameterspamely
averagenumberof clusterheadseafiliation per unit time and
the numberof dominantset updatewith varying transmission
rangeand (constant)maxdisp of 5. Figure 1 shaws the vari-
ation of the averagenumberof clusterheadsvith respecto the
transmissiomange.We obsenethattheaveragenumberof clus-
terheadslecreasewiith theincreasen the transmissiorrange.
This is dueto the factthat, a clusterheadvith a large transmis-
sionrangewill cover alargerarea. Figure2 shaws the reafili-
ationsperunit time with respecto the transmissionmange. For
low transmissiomange thenodesn aclusterarerelatively close
to the clusterheadanda detachmenis unlikely. The numberof
reafiliations increasesasthe transmissiomangeincreasesand
reaches peakwhentransmissiorrangeis between20 and 30.
Furtherincreasdn the transmissiorrangeresultsin a decrease
in thereafiliations sincethenodesjn spiteof theirrandommo-
tion, tendto stayinsidethe large areacoveredby the cluster
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Fig. 6. Dominantsetupdatestx_range=30

head.Figure3 shawvs the numberof dominantsetupdateswith
respecto thetransmissiorange.For smalltransmissiomange,
the clusterareais small and the probability of a nodemoving

out of its clusteris high. As the transmissiorrangeincreases,

thenumberof dominantsetupdateslecreaselsecaus¢henodes
staywithin their clusterin spiteof their movements.
Figures4-6 shav thevariationof the sameparametersut for
varying maxdisp and constanttransmissiorrangeof 30. Fig-
ure 4 shows thatthe averagenumberof clusterheadss almost
thesamefor differentvaluesof maxdisp, particularlyfor larger
valuesof N. This is becauseno matterwhatthe mobility is,
it simply resultsin a differentconfiguration but the clustersize
remainghe same Figure5 shavsthereafiliations perunittime
with respectto the maximumdisplacement.As the displace-
mentbecomedarger, the nodestendto move furtherfrom their
clusterheaddetachinghemselesfrom theclusterhead;ausing

morereafiliation perunit time andmoredominantsetupdates.

Thisis shavn in Figure5 andFigure6 respectiely.

Figure 7 shows the relative performanceof the Highest-
Degree,Lowest-ID, Node-Weight heuristicsand our algorithm
(WCA) in termsof reafiliations per unit time. The numberof
reafiliations for our algorithmis at most half of the number
obtainedfrom the Lowest-ID. The main reasonis that the fre-
gueng of invoking the clusteringalgorithmis lower in our case
resultingin longerdurationof stability of thenetwork. Ouralgo-

rithm performsmarginally betterthanthe Node-Weightheuris-
tics which, however, doesnot give the basisof assigningthe
weightsto the nodes. Our algorithm describesa linear model
whichtakesinto consideratiothefour importantsystemparam-
etersin decidingthe suitability of the nodesacting as cluster

heads.It alsoprovidesthe flexibility of adjustingthe weighing
factorsaccordingto the systemneeds.

Reaffiiations per unit time

20 30 a0
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Fig. 7. Comparisorof reafiliations, N=30

V. CONCLUSIONS

We proposean on-demandweighted clustering algorithm
(WCA) which candynamicallyadaptitself with the ever chang-
ing topology of ad hoc networks. The WCA hasthe flexibil-
ity of assigningdifferentweightsand takesinto an accounta
combinedeffect of the ideal degree, transmissiorpower, mo-
bility and battery power of the nodes. The algorithmis exe-
cutedonly whenthereis a need,i.e., whena nodeis no longer
ableto attachitself to any of the existing clusterheadsOur al-
gorithm performssignificantly betterthanboth of the Highest-
Degreeandthe Lowest-ID heuristics. In particular the num-
ber of reafiliations for our algorithmis about50% of the num-
ber obtainedfrom Lowest-ID heuristic. Thoughour approach
yields maginally betterresultsthanthe Node-Weightheuristic,
it consideramorerealistic systemparametersand providesthe
flexibility of adjustingtheweighingfactors.
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