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Abstract— Wireless sensor networks for environmental
monitoring and distributed control will be deployed on a
large scale in the near future. Due to the low per-node cost,
these networks are expected to be both large and dense.
However, because of the limited computation, storage, and
power available to each node, conventional ad-hoc routing
techniques are not feasible in this domain, and more novel
routing algorithms are required. Despite the need for a sim-
pler approach, routing in sensor networks still needs to be
both robust to failures and secure against compromised and
malicious nodes. We propose ARRIVE, a probabilistic al-
gorithm that leverages the high node density and the inher-
ent broadcast medium found in sensor networks to achieve
routing robust to both link failures and patterned node fail-
ures without resorting to periodic flooding of the network.
Our algorithm is based on a tree-like topology rooted at the
sink of the network, and nodes use localized observed be-
havior of the surrounding nodes to make probabilistic deci-
sions for forwarding packets. We have found that ARRIVE
adapts to large patterned failures within a relatively short
period of time at the cost of only moderate increases in over-
all power consumption and source-to-sink latency.

I. INTRODUCTION

Wireless sensor networks are currently an active area
of research for a variety of topics ranging from distributed
control of micro-mechanical actuators to database query
processing. Foreseeable applications involving sensor
networks include environmental and medical monitoring,
energy management, inventory control, and pursuit/evader
games in a battlefield setting [1]. Nodes in sensor net-
works have extremely constrained computational, storage,
and energy resources, and this limits the types of rout-
ing mechanisms that can efficiently be deployed. Further-
more, conventional ad-hoc routing algorithms for wireless
networks typically support IP-style addressing of destina-
tions [2], [3], [4] and use intermediate nodes to support
general purpose end-to-end connections between arbitrary
pairs of nodes within the network. Although it is possible

that any-to-any communication might be still be relevant
in a sensor network, other communication paradigms are
more prevalent.

Sensor networks often have one or more points of cen-
tralized control called sinks. A sink is typically a gateway
to another network, a powerful data processing or stor-
age center, or an access point for human interface. They
can be used as points to disseminate control information
into the network or extract data from it. In environmental
sensing applications, sinks can also be used as gateways
to issue queries to source nodes, requesting sensory infor-
mation such as light or temperature, or posting interests to
be notified of the occurrence of events like movement or
some unusual activity. In this context, many-to-one and
one-to-many communication patterns are more probable
than any-to-any.

Many routing mechanisms for sensor networks have
been proposed in the literature. Some are single path
algorithms [5], [6] which rely on sinks to periodically
flood the network to discover new routes to redirect traf-
fic around failed or malicious nodes. Flooding the net-
work is a highly expensive operation with respect to en-
ergy consumption and should be avoided. Furthermore,
during the period between flooding, these algorithms offer
no mechanism to route around failed or malicious nodes.
Location-aware routing algorithms [7], [8] offer interest-
ing solutions, however they require every node is able to
determine its geographic position. Localization can be
done either with GPS or a distributed algorithm, but both
can carry significant costs in terms of power consumption,
specialized hardware, or algorithmic complexity. Further-
more, it may not be feasible for all types of networks (GPS
will not work in indoors or in outer space), and the result-
ing routes still tend to be single path.

We propose ARRIVE, a probabilistic routing algorithm
that relies only on localized information to make packet
forwarding decisions. ARRIVE provides substantial end-
to-end reliability and is resilient to three sources of packet
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loss expected to be found in sensor networks: isolated link
failure, patterned node failures, and malicious or misbe-
having nodes. Conventional protocols for achieving end-
to-end reliability like TCP [9] rely on explicit acknowl-
edgments in the transport layer and assume that network
congestion is the dominant cause of packet loss. Loss
or corruption at the physical and link layers or outright
node failure is a more prevalent detriment to end-to-end
reliability in sensor networks, and retransmission over a
lossy path is unlikely to be beneficial. In addition to the
issues of increased energy consumption and bandwidth
usage caused by end-to-end acknowledgments, the high
loss rates found in sensor networks can also prove trou-
blesome. Acknowledgment packets are likely to be lost as
well, causing a vicious cycle of retransmissions on both
ends and a dramatic reduction in throughput.

In contrast, ARRIVE uses a forward approach to end-
to-end reliability. Whereas conventional algorithms detect
packet loss through explicit acknowledgments, ARRIVE
avoids packet loss by sending multiple packets represent-
ing a single event or data reading. The intuition is obvi-
ous: since a single packet is highly prone to loss within
the network, sending multiple packets will likely increase
the chance of reception by the sink node. As mentioned
above, this must be done with caution. If there is a sin-
gle bad link that is causing the loss, any number of pack-
ets sent over the same bad link will also be lost. AR-
RIVE promotes diversity in paths in two fundamentals
ways:

1) When a node receives a packet, the next hop is cho-
sen probabilistically based on link reliability and
node reputation. Each packet takes a loosely con-
trolled random walk between the source and sink,
collectively forming a beam.

2) When a node processes two or more packets repre-
senting the same event, it ensures these packets use
different outgoing links. The benefits of sourcing
multiple packets is lost if they are all sent over the
same weak link or to the same misbehaving node.
Detecting these convergences helps prevent multi-
ple packets from encountering the same source of
failure.

ARRIVE takes advantage of the inherent broadcast
medium through passive participation. If Node A ob-
serves Node B sent a packet to Node C, but Node A does
not overhear Nodes C forward the packet to another des-
tination, with some small probability Node A will take
responsibility for forwarding the packet itself. This tech-
nique can also be used as a defense against malicious
nodes. Passive participation must be used with caution.
Unidirectional links and the hidden terminal problem may

cause the passively participating node to act erroneously,
unnecessarily increasing the traffic in the network.

We make no special assumptions about the capabilities
of the nodes in the implementation of our algorithm: lo-
calization is not required, storage requirements for local
state at each node is minimal, and no specialized hardware
is needed. We do assume that network is dense enough
such that there is sufficient multiplicity of paths between
the sources and sink for our algorithm to be effective. Sen-
sors are expected to have a low per-node cost, so we be-
lieve this assumption to be reasonable.

We will show that ARRIVE improves reliability signif-
icantly in the presence of weak links and nodes failures.
We use four metrics to evaluate our approach. Event de-
livery ratio is measured as the ratio of events received by
the sink to events sourced. An event is an abstraction that
represents any information originating from a source. An
event could be a single sensor reading, the aggregation
of readings from several neighboring nodes, or any other
interesting information. The remaining three metrics ex-
plore the costs of deploying ARRIVE. Sourcing multiple
packets corresponding to a single event has obvious costs
of increased bandwidth and energy consumption. We will
show how ARRIVE limits bandwidth consumption and
examine the energy/reliability tradeoff in sourcing multi-
ple packets. Finally, due to the probabilistic nature of our
algorithm, the routes used by packets are unlikely to be
optimal. We will show that the additional hops taken by
packets is proportional to the distance(in hops) between
the source and the sink.

II. RELATED WORK

A. Routing algorithms

The design and analysis of ad-hoc routing protocols has
been a rich area of research over the past seven years.
Routing algorithms can be classified as a priori or on-
demand. A priori protocols actively pre-compute routes
in the network, even when no traffic is using them, while
on-demand protocols will only discover routes when they
are needed. It is unclear which of these approaches is best
suited for sensor network traffic. A priori protocols have
the expense of continual route maintenance, which can be
a drain on the network’s energy resources if no traffic is
using the discovered routes. On-demand protocols typical
have two phases: when a route is needed, it is first discov-
ered and then taken. Data traffic is not sent along a route
until the discovery stage is complete. Due to the high
loss rate in sensor networks, packets containing discov-
ered routes may be lost and never become known by the
source node. For sensor networks, a promising approach
is the combination of these two approaches, but where
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route discovery occurs concurrently with data delivery.
Popular ad-hoc routing algorithms include Destination-
Sequenced Distance Vector Protocol (DSDV) [4], Ad-hoc
On-demand Distance Vector Routing (AODV) [10], Dy-
namic Source Routing (DSR) [3] and the Temporally-
Ordered Routing Algorithm (TORA) [2]. For the above
mentioned reasons, these algorithms are generally unsuit-
able for large-scale, dense sensor networks.

Location-aware routing [7], [8] is promising for sensor
networks, but it requires that each node knows its geo-
graphic location. GPS is usually needed for at least some
of the nodes. GPS requires extra power and additional
hardware, and doesn’t work indoors.

Directed diffusion [5] is the process of registering an
interest in the network and then reinforcing high band-
width stable links. A sink will flood the network with an
interest consisting of key-value pairs. At each hop, the
network will set a gradient back to the sink. Once the
sources receive the interest, they will begin to diffuse data
to the sink via the gradients. As a path is used, a his-
tory of its characteristics is maintained. The paths with
the best characteristics are reinforced. If a node on a path
was to fail, data would be rerouted through the other exist-
ing gradients, and another path would be reinforced. The
resulting routes are single-path, although there is further
work exploring multi-path routes using directed diffusion
[11].

TinyOS [6] is an event-driven operating system for tiny
networked sensors. TinyOS currently runs on the Berke-
ley MICA platform (referred to as “motes”) as well as
a variety of other previous generation motes. Program-
ming applications for TinyOS is done in a C-like environ-
ment with the flexibility to interface with any of the mote’s
hardware components.

Current routing implementations in TinyOS are naive
and unreliable. The router component developed by J.
Hill and J. Polastre floods the network with a packet from
the sink, and each mote determines its level in the network
and sets its parent to the mote it can hear that is closest to
the sink. Packets are then routed via the parent points.
BLESS, a beacon-less protocol developed by P. Levis, lis-
tens to sensor data being broadcast on the network and
uses this data to flood messages back to the base station.

SPAN [12] and GAF [13] are two algorithms that at-
tempt to reduce energy consumption in ad-hoc wireless
networks by creating a sleep schedule for nodes in a way
such that routing fidelity is not sacrificed. These tech-
niques are not a routing algorithm in themselves, but are
intended to complement existing routing infrastructure.

B. Security

One of the design goals of ARRIVE is to be secure
against malicious and misbehaving nodes. Security in ad-
hoc wireless networks is substantially different from the
wired world, but the underlying issues are the same.

Stajano and Anderson [14] point out that traditionally,
security concerns are usually addressed in the following
order: confidentially, integrity, authenticity, and availabil-
ity. But in ad-hoc networks, their relative importance is
often in the opposite order. This is particularly true for
sensor networks. Wireless sensors are meant to be cheap
and deployed in large amounts, and possibly simply aban-
doned when they run out of power. Thus, it is reasonable
to assume an adversary could obtain some “real” nodes,
read off any cryptographic information, download some
malicious code, and re-introduce them to the network.
Confidentiality becomes a secondary issue when it is diffi-
cult to verify the authenticity of the sender or receiver. An
even more pressing issue is the availability of the network.
Since malicious nodes can be active participants, one goal
of such nodes may be to disable the network, in which the
issues of confidentiality and integrity become irrelevant.

Public key cryptography is a obvious candidate for se-
curity in sensor networks, however it is beyond the com-
putational power of the the motes and unreasonable for
each mote to store the public keys of all the nodes in
the network. Efficient mechanisms for data confiden-
tiality, two-way authentication, and data freshness using
only symmetric key cryptographic primitives in sensor
networks are explored by Perrig et al. [1]. These methods
are useful in securing networks against external attack-
ers, but are less effective in the presence of compromised
nodes.

C. Passive participation

Aron and Gupta introduce the concept of witness hosts
to provide reliability in the presence of unidirectional or
failed links [15]. The WAR (witness aided routing) proto-
col instructs witness nodes to bypass a faulty or unidirec-
tional link.

Marti et al. examine techniques to improve throughput
in ad-hoc networks in the presence of misbehaving nodes
[16]. Their work takes advantage of the fact that nodes in
ad-hoc wireless networks can overhear each other’s trans-
missions and uses the good nodes to try to detect when bad
nodes are supposed to forward packets but fail to do so. A
“blacklist” of bad nodes is then propagated throughout the
network. Their solution is dependent on Dynamic Source
Routing, and has the problem that it is possible for nodes
to blackmail each other, devaluing the entire system.
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Fig. 1. Overview of ARRIVE

III. ALGORITHM

A. Terminology

Below we define the terms that we use in describing
ARRIVE.

Event: An event could be a single sensor reading, the
aggregation of readings form several neighboring nodes,
or any other interesting information. Events are uniquely
identified by a [Source ID,Event ID] pair. Events always
result in a sequence of data that must be relayed to the
sink, or data-collection point.

Level: Each node has a unique level number which in-
dicates the distance (in hops) it is from the sink. The level
of a sink is 0. All nodes that can hear the sink are at level
1. All nodes that can hear a level-1 node and that are not
at levels lower than 2 are level-2 nodes, and so on.

Parents: The parents of a node N are the nodes that are

at one level closer to the sink than N and that N can hear.
Neighbors: The neighbors of a node N are nodes that

are at the same level as N and that N can hear.
Push: We say a node N pushes a packet P if N sends

P to one of its neighbors.
Forward: We say a node N forwards a packet P if N

sends P to one of its parents.
Forwarding Probability: We include a forwarding prob-

ability in the packet header for the proper recipient to
probabilistically choose whether to push or forward the
packet on the next hop.

A Reputation History of Node P with respect to Node
N : Each node keeps a reputation history for each of its
parents and neighbors. A history for a Node P contains C

reputation periods. Every period is T seconds long. For
each period, a number S represents the number of packets
N sends to P and a number R represents the number of
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packets N overhears P relaying during that period. R in-
cludes only the packets that were sent from N . This serves
as an implicit acknowledgement. When a period expires,
the oldest period in the reputation history is discarded, and
tallies for S and R are reset to 0 for the upcoming period.

Reputation of Node P with respect to Node N : This is
the ratio between the sum of the R’s, the number of pack-
ets N has sent to P , and the sum of the S’s, the number
of packets relayed by P , over all periods. Each period is
weighted with an exponential decay such that more recent
reputation periods have greater weight.

Destination: We use destination to indicate the next
hop.

Fanout: The number of packets sent by a source node
corresponding to a unique [Source ID, Event ID] pair.

Convergence: Two packets representing the same event
E received by a node N are considered a convergence of
E at node N .

Convergence History at Node N of Event E: For each
distinct event E, node N keeps a history of all destinations
to which N sent the packet(s) representing E.

B. Algorithm Description

Each node keeps the following state information: level,
parents, neighbors, reputation history, and convergence
history. We use a breadth first search beaconing algorithm
rooted at the sink to initialize the level, parents, and neigh-
bors state information in each node.

We illustrate our routing algorithm with the flow chart
in Figure 1. Whenever a node N hears a packet, it first
checks to see if the packet is addressed to it. If it is, then
N filters the following nodes from consideration for the
next hop:

1) N does threshold detection processing to exclude
parents and neighbors whose reputations are below
a predefined threshold value.

2) N excludes all nodes that are in the convergence
history of the event represented by the received
packet.

3) N excludes the previous sender to prevent an im-
mediate cycle.

According to the forwarding probability, N chooses
probabilistically between its parents and neighbors to send
the packet. Based on the result, N selects a parent or
neighbor probabilistically weighted by the reputations of
all remaining parents/neighbors. When pushing, the for-
warding probability Pr[f ] is adjusted using the following
formulas.

Pr[f ] = Pr[f ] +

(

1

level
× (1 − Pr[f ])

)

Pr[f ] remains the same when forwarding a packet. After
adjusting the probability, N sends the packet.

With some low probability, Pr[passive participation],
nodes may decide to process and forward packets not des-
tined for it. One condition in which a node N may pas-
sively participate is when N overhears a packet destined
for a node P within its radio range, but then does not hear
P attempt to forward that packet. N will then take the re-
sponsibility of forwarding that packet itself, assuming ei-
ther P is malicious, dead, or on the receiving end of a bad
link. Due to the possibility of unidirectional links in sen-
sor networks, P may have actually forwarded the packet,
and N simply did not hear it, unnecessarily increasing the
traffic in the network.

The other condition when a node N may passive par-
ticipate is when N overhears a packet destined for a node
P within its radio range, and P attempts to forward the
packet to another node Q not in N ’s radio range. This
mechanism is intended for hostile environments with a
high number of compromised nodes. In order to artifi-
cially increase one’s reputation, a malicious node may for-
ward received packets to non-existent nodes. This use of
passive participation is a possible defense against such an
attack. The downside is an unnecessary abundance of ad-
ditional packets due to the well-known hidden terminal
problem [17]. It is possible that a friendly node P simply
forwarded the packet to a node outside of N ’s radio range.

IV. METHODOLOGY

In order to determine the effectiveness of ARRIVE,
we developed two simulation environments. The goal of
these environments is to model an actual sensor network
architecture while being able to control the environment
to study the reactivity of our algorithm.

The reference platform for ARRIVE is the Berkeley
MICA hardware platform [18]. The platform features an
Atmel Atmega103L processor with 128 kilobytes of in-
struction memory and an RFM TR1000 radio operating at
40 kilobits per second using amplitude shift keying. Previ-
ous research has shown that node-to-node communication
in sensor networks is unreliable [19]. As a result, we’ve
designed ARRIVE and simulated its performance in envi-
ronments where the reliability of single hop communica-
tion may be 90% or lower.

To effectively test each of the parameters of ARRIVE, a
simple Java simulation runs the algorithm with set param-
eters and no radio model. Using this simulator, we were
able to debug our algorithm, test boundary conditions, and
evaluate the performance of interchanging different sub-
components. This simulator was a quick method to at-
tain results and feedback. We were able to run a statisti-
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cally significant amount of simulations in a short amount
of time; this is in contrast to larger, more encompassing
simulators like ns-2.

A second simulator, the Berkeley ns-2 simulator [20],
emulates the actual network environment including radio
propagation model and MAC layer. Using ns-2, we can
simulate more accurately what will happen when our al-
gorithm is deployed on the MICA platform. We used the
802.11 MAC layer implemented in ns-2. This is not a
satisfactory choice for a MAC, but we altered it several
ways to make it more realistic. First, we lowered the band-
width from 1.6Mbs to 40kbs match the RFM TR1000 ra-
dio. Secondly, 802.11 uses link layer acknowledgments
to improve link reliability. Given no such mechanism cur-
rently exists in sensor networks, every packet was sent
in “broadcast” mode, which disables these acknowledg-
ments. Looking to the future, a MAC layer using channel
acquisition based on RTS/CTS like 802.11 is not optimal
for sensor networks. A TDMA-style MAC is more ap-
propriate; it allows nodes to put their radios in standby
node during idle periods [5]. Ns-2 also allowed us to mea-
sure power consumption in the network. To mimic the
RFM TR1000, we altered the transmit and receive power
consumption to 39mW and 13 mW. Nodes consumed no
power while idle. This is not realistic in sensor networks
(and ad-hoc wireless networks in general) since about the
same amount of energy is dissipated listening for a packet
as while receiving one [21]. However, since our goal is
to analyze the energy tradeoffs of sourcing multiple pack-
ets, having nodes consume energy while listening but not
receiving would cause idle energy consumption to domi-
nate and make our results hard to interpret. Overall, we
feel confident that the changes made to the 802.11 MAC
layer allowed us to realistically model current sensor net-
work technology. Ns-2 was primarily used to analyze
ARRIVE’s performance in the presence of patterned node
failures.

Both simulators take density, link reliability, and num-
ber of sourced packets as a parameter. The density deter-
mines the size of the local neighborhood of each node.
We divide a 1000 by 1000 unit grid into 100 boxes of
size 100 by 100 units. For density δ, we place δ nodes
uniformly at random at locations in each box for a total
of δ × 100 nodes in the graph. The connectivity of the
graph is determined by a fixed transmission radius of 75
units. We place the sink in the center of the graph. Nodes
that source packets are chosen randomly from a distance
of 10 levels away from the sink, as shown in Figure 2(a).
This ensures that our results are representative of a long
multi-hop path from source to sink. It also permits the in-
troduction of failures at various distances from the source.

A single path from the sink to the source can be seen in
Figure 2(b) where the connectivity radius defines the con-
nectivity of each node.

We assume that nodes are stationary throughout the
simulation. If there is significant movement, state infor-
mation can be updated with periodic flooding. Flooding,
however, is something we want to avoid, and mechanisms
to efficiently update level, parent, and neighbor informa-
tion without flooding the network we leave as an impor-
tant area of future work.

Changing the link reliability shows the adaptation of
the algorithm to various volatile environments. The Java
simulator tests links that are 90% reliable. Ns-2, in testing
failures, assumes 100% link reliability–thus all lost pack-
ets are due to sending to a failed node.

Failures are introduced into the network after 50 sec-
onds of the simulation have completed. Waiting is essen-
tial so that each node may build up reputations about its
neighbors. The failure is circular in shape and is placed
directly in the path between the source and sink. The num-
ber of nodes affected by the failure ranges from 0 to 100
in increments of 10. Figure 2(c) illustrates a failure intro-
duced into the network between the source and sink. A
path around the failure that may be probabilistically cho-
sen by ARRIVE is shown to the right of the failure.

We experimented with failures at two different levels in
the network. In the first experiment, the failure was cen-
tered 3 hops from the sink, and in the second experiment
it was 5. It is intuitive that failures near the base station
would have a greater effect on overall reliability, and we
want to study how dramatic of an effect this will have on
our algorithm.

V. ANALYSIS

A. Parameter Analysis

We first wanted to understand the effectiveness of
sourcing multiple packets when a given event occurs. We
show in Figure 3 the effect of sourcing multiple packets
with our algorithm over various densities. When only one
packet is sourced, the results are dismal–over all densi-
ties, the number of events the sink receives is only about
28%. We expect the reliability to be constant across den-
sity since relying on any one path is equally bad. However
the results are significantly more encouraging as four, six,
and eight packets are sourced per event. The reliability
increases with density since more destination choices at
each hop leads to packets that are more likely to take in-
dependent paths.

A major concern of sending multiple packets per event
in a sensor network is that these packets will lead to sig-
nificantly increased bandwidth consumption. Increased
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(a) (b) (c)

Fig. 2. Illustration of the simulation environment: (a) shows a typical simulated graph with randomly placed nodes. The sink is located in
the center of the graph with a randomly chosen node many hops away on the bottom of the graph. (b) shows the connectivity of various nodes
in a randomly chosen path from the source to the sink. (c) shows a failure introduced into the network between source and sink. To the right of
the failure are nodes that may be used to route around the failure.

bandwidth consumption not only causes congestion, colli-
sions, and packet loss, but also requires additional energy.
We show in Figure 4 that the additional processing per
node is low for high density sensor networks.

Wireless sensor networks provide the unique opportu-
nity to utilize the broadcast medium not only for neighbor-
hood monitoring but also to provide additional resiliency
to failures. We tested the effect of passive participation as
defined in section I. The probability of participating was
varied from zero to six percent. Remember that passive
participation only occurs when a node perceives a packet
to be lost–it does not necessarily occur at every hop. The
results of passive participation shown in Figure 5 are en-
couraging. For a five percent chance of processing pack-
ets perceived as dropped, we attain an additional fifteen
percent event delivery ratio, an increase of 28% over the
reliability of ARRIVE without passive participation.

B. Beam-forming

Although packets take a random path from the source to
the sink, there needs to be some measure of containment
to prevent excessive wandering and routing loops. For-
warding probabilities are increased in proportion to the
current level after each push in order to gently “encour-
age” packets to move towards the sink.
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Fig. 3. Multiple sourced packets: This illustrates the ratio of events
received with respect to density. For one sourced packet, the ratio
is extremely low; however the reception dramatically increases with
additional sourced packets for each event.

Bandwidth and energy closer to the sink is more valu-
able than that at higher numbered levels. Nodes at lower
levels are required to route all packets traveling to the sink
and may lose energy more quickly than other nodes be-
cause of this. In addition, since the corresponding low
level links are burdened with more traffic, the likelihood
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Fig. 4. Bandwidth: For eight sourced packets per event, this figure
depicts the bandwidth consumption. One event occurs per simulation
and the maximum number of packets processed by any given node for
the entire simulation is recorded. The results of a series of simulations
are averaged.
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Fig. 5. Passive participation: Utilizing the broadcast medium, this
figure shows the improvement in event reception over various prob-
abilities of participating in passive packet processing. These results
were recorded for four sourced packets on graphs of density equal to
ten.

of congestion and collisions is higher than in links farther
from the sink. The method in which forwarding probabil-
ities are modified are sensitive to this. Packets that choose
to push close to the sink have their forwarding probability
increased more dramatically than those that push farther
away, firmly suggesting to those packets “almost there” to
conclude their journey promptly.

Informally, our goal is to restrict the magnitude of wan-
dering of a packet in proportion to the level of the node
that sourced it. This property is expressed in Figure 6.
Convergence detection ensures that the convergence of
two packets at a node representing the same event are for-
warded on different outgoing links. This accounts for the

slight increase in the ratio of additional hops to the level
of the sourcing node as the fanout increases.
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Fig. 6. Route “containment”: This shows the relative number of
additional hops (actual route length - shortest route length) packets
take while traveling from a source to the sink for various fanouts. The
metric measured is the ratio of the additional hops to the level of the
source.

C. Patterned node failures

Figure 7 analyzes ARRIVE’s ability to route around
patterned node failures. The first observation is that sourc-
ing only a single packet per event performs very badly in
the presence of even the smallest failures. But note that
even when the fanout is 1, the algorithm is still probabilis-
tic. In the deterministic protocol implemented in TinyOS,
even a small failure that is well-placed would cause the
event delivery ratio to be 0. Second and more importantly,
the magnitude of increased reliability outpaces the corre-
sponding increase in fanout. For failures of size 30, relia-
bility can be improved 8x with a corresponding increase in
fanout of only 4x. The magnitude of gains is even greater
for larger size failures. Beyond a fanout of 4, the returns
are diminished. With a 50% increase in fanout from 4 to
6, there is a corresponding gain of between 10%-50% in
reliability (depending on failure size), and there is little to
gain by increasing the fanout from 6 to 8.

The reason for the initial extraordinary gains is because
of a positive feedback-loop. As we start to increase the
fanout, more traffic is injected into the network, more bad
nodes are discovered in a shorter period of time, and fu-
ture traffic is more likely to choose a good path. The effect
of this is dramatic as we initially increase the fanout, but
eventually becomes overly redundant, and the benefits are
diminished.

As expected, the closer the center of failure is to the
sink, the more dramatic the effect on reliability. If there
are a large number of failures at level one or two, packets
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Fig. 7. Resilience to node failures: Effect of fanout size on event delivery ratio for various size failures. Failures were tested at two levels of
the network: 3 and 5 hops from the sink.
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Fig. 8. Exploring the energy consumption/reliability tradeoff for various size failures. Energy consumption is the average energy consump-
tion of the network per second during normal(failure free) operation. Reliability is the event delivery ratio during the failure period.

sourced at lower levels must find more circuitous routes
to the sink. In addition, forwarding probabilities are up-
dated in a way that discourages alternate path exploration
as packets move closer to the sink (see discussion in Sec-
tion V-B). This strongly motivates future work to develop
special countermeasures for failures near the sink.

D. The energy/reliability tradeoff

The reliability gains of sourcing multiple packets are
not free. An important issue in the analysis of ARRIVE
is the corresponding cost in terms of energy consump-
tion. Figure 8 explores this tradeoff. The graphs is Fig-
ure 8 relate the average power consumption per second of
each active node1 during normal operation (no failures)

1nodes who neither received nor sent a packet during the simulation
are excluded

to the event delivery ratio during failures. Although sen-
sor networks are lossy environments, we expect large pat-
terned failures to occur relatively infrequently (although
still more frequently than conventional ad-hoc wireless
networks). What is the increase in power consumption
during normal operation for a corresponding increase in
resiliency during times of failure? Intuitively, the propor-
tions should be similar to the conclusions made regarding
Figure 7, but it doesn’t necessarily follow. In Figure 7 we
are comparing the same metric (different levels of reliabil-
ity during times of failure), but in Figure 8 we are compar-
ing different metrics measured at different times (energy
consumption during normal operation vs. resiliency dur-
ing failure).

It turns out that the magnitude of the gains are simi-
lar. By increasing the power consumption by a factor of
4x from its lowest level, we get a corresponding increase
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in reliability of 8x. With a further increase of 50%, the
returns range from 10%-50% but eventually flatline. A
steeper slope indicates better returns on increased power
consumption. Similar to the conclusions drawn in Sec-
tion V-C, the benefits of increased power consumption are
greater when failures occur farther from the sink.

E. MICA Platform

We completed an implementation of ARRIVE for the
MICA platform. The implementation was written in
TinyOS [6], an event-driven operating system for tiny net-
worked sensors. Although the implementation was not
debugged by the time of this paper, the implementation is
feature complete.

We were able to implement ARRIVE in 10.3 kilobytes
of instruction memory out of an available 128 kilobytes.
The used instruction memory includes not only the AR-
RIVE algorithm but also the operating system and its ser-
vices including the wireless network radio stack. We es-
timate that the operating system and its services occupy
approximately half of the instruction memory, 5.3 kilo-
bytes. Additionally, the memory overhead for detecting
convergences, keeping neighbor state, and temporary stor-
age is 737 bytes. The operating system occupies an addi-
tional 329 bytes of memory. The memory usage could be
significantly reduced by the implementation of a dynamic
memory allocator for TinyOS and the use of hash tables.

We have demonstrated that ARRIVE is feasible for sen-
sor networks. Using a small variable and instruction mem-
ory footprint, ARRIVE may be used on sensor network
nodes in addition to the data acquisition and processing
applications which utilize our algorithm for reliable rout-
ing.

F. Routing security

Although we did no quantitative security analysis of
ARRIVE, we will briefly discuss it here. The notion of se-
curity that ARRIVE tries to meet is when the network con-
tains compromised nodes. Efficient cryptographic proto-
cols targeting sensor and ad-hoc wireless networks have
been proposed [1], [22], [23], [24], [25], but these meth-
ods become ineffective in the presence of compromised
nodes. Node compromise is always a threat in any net-
work, but even more so in sensor networks. Physical se-
curity of nodes is extremely weak. Sensor nodes are an-
ticipated to be “scattered” in the deployed environment,
which makes it easy for resourceful adversaries to ob-
tain a couple of nodes, download any secret keys, in-
ject some malicious code, and re-deploy them. Compro-
mised nodes have all the rights and privileges of legitimate

nodes, so they are difficult to defend against. ARRIVE
could be augmented with mechanisms from [1] to protect
against external adversaries, but its own mechanisms pro-
vide a solid foundation for a routing architecture resilient
to compromised nodes. Nodes in ARRIVE trust very little
information from their neighbors and are less susceptible
to bad or stale routing information. The probabilistic na-
ture of ARRIVE enables packets to take disjoint routes
and circumvent malicious nodes. It is difficult for a mali-
cious node to draw any more traffic to itself than a friendly
well-behaved node.

Passive attacks (refusing to forward packets) are simi-
lar to node failures, but active attacks are more difficult to
handle. Malicious nodes can lie about their level, replicate
themselves to draw more than its share of traffic, and for-
ward packets into oblivion to increase its reputation. We
have started to develop heuristics to help counter these at-
tacks, including passive participation. Although ARRIVE
is far from being a secure routing protocol, we believe its
probabilistic nature and few trust relationships make it a
solid foundation to build on.

VI. CONCLUSION

Our results clearly indicate that routing algorithms for
sensor networks should leverage the broadcast medium.
Using the medium results in less packets sent, resiliency
to failures, a more secure and robust network environ-
ment, and great throughput in unreliable networks. Ro-
bustness is provided through maintaining neighbor repu-
tations. Not only does it eliminate the sharing of reputa-
tions with other nodes which may misrepresent their data,
the reputations yield quick recovery and good reliability in
the presence of failures of various sizes. ARRIVE’s main
strength comes from its use of randomness and probabil-
ities to reinforce reliable neighbors and promote packets
to travel along independent paths.

Future work for ARRIVE includes further analysis on
the Berkeley MICA platform. We intend to study other
algorithms for destination selection and probability ad-
justment. A deeper analysis of the energy tradeoffs and
switching to a TDMA MAC layer should result in further
power savings.

ARRIVE is a robust routing algorithm for wireless sen-
sor networks. By routing probabilistically over many
paths, we prevent any single failure from significantly
affecting event data from reaching the sink, or data-
collection point. We have demonstrated that ARRIVE is
feasible and efficient for routing in sensor networks, espe-
cially sensor networks that are volatile and prone to fail-
ures.
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