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ABSTRACT

An ad hoc networkis a group of wirelessmobile computers(or
nodes),in which individual nodescooperateby forwarding pack-
ets for eachotherto allow nodesto communicatebeyond direct
wirelesstransmissiorrange. Prior researchn ad hoc networking
hasgenerallystudiedthe routing problemin a non-adersarialset-
ting, assuminga trustedernvironment. In this paper we present
attacksagainstroutingin ad hoc networks, andwe presenthe de-
signandperformancevaluationof anew secureon-demanédhoc
network routing protocol,calledAriadne. Ariadnepreventsattack-
ers or compromisechodesfrom tamperingwith uncompromised
routesconsistingof uncompromisechodes,and also prevents a
large numberof typesof Denial-of-Serviceattacks. In addition,
Ariadneis efficient, usingonly highly efficient symmetriccrypto-
graphicprimitives.

Categoriesand Subject Descriptors: C.0 [Computer-Commu-
nications Networks]: Security and protection; C.2.2 [Network
Protocolg: RoutingProtocols

General Terms: Security Performance

Keywords: Ad hocnetwork routing,security routing

1. INTRODUCTION

An ad hoc networkis a group of wirelessmobile computers(or
nodes),in which nodescooperateby forwarding pacletsfor each
otherto allow themto communicateéoeyond direct wirelesstrans-
missionrange. Ad hoc networks requireno centralizedadminis-
tration or fixed network infrastructuresuchasbasestationsor ac-
cesgpoints,andcanbequickly andinexpensvely setup asneeded.
They canbeusedin scenariosn which noinfrastructureexists, or
in which the existing infrastructuredoesnot meetapplicationre-
quirementdor reasonsuchassecurityor cost. Applicationssuch
asmilitary exercisesdisasterelief, and mine site operationmay
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benefitfrom ad hoc networking, but secureandreliablecommuni-
cationis anecessarprerequisitdor suchapplications.

Ad hocnetwork routing protocolsarechallengingto design,and
secureonesare even more so. Wired network routing protocols
suchasBGP[48] do nothandlewell thetype of rapid nodemobil-
ity andnetwork topology changeghat occurin ad hoc networks;
such protocolsalso have high communicationoverheadbecause
they sendperiodicrouting messagesvenwhenthe network is not
changing.Sofar, researchers ad hoc networking have generally
studiedthe routing problemin a non-adersarialnetwork setting,
assuminga trustedervironment;relatively little researcthasbeen
donein amorerealisticsettingin which anadwersarymay attempt
to disruptthe communication.

We focushereon on-demandor reactive) routing protocolsfor
ad hoc networks, in which a nodeattemptsto discover a routeto
somedestinationonly whenit hasa paclet to sendto that desti-
nation. On-demandouting protocolshave beendemonstratedo
performbetterwith significantlylower overheadshanperiodic(or
proactie) routingprotocolsin mary situationq7, 25,35,41], since
they areableto reactquickly to the mary changeghatmay occur
in nodeconnectiity, yet areableto reduce(or eliminate)routing
overheadn periodsor areasof the network in which changesare
lessfrequent.

In this paper we make two contritutionsto the areaof secure
routing protocolsfor ad hoc networks. First, we give a modelfor
thetypesof attackgpossiblein sucha systemandwe describeser-
eralnew attackson ad hoc network routing protocols.Secondwe
presenthedesignandperformancevaluationof anew on-demand
securead hoc network routing protocol,calledAriadne, thatwith-
standsnode compromiseand relies only on highly efficient sym-
metric cryptography Relative to previouswork in securingad hoc
network routing protocols,Ariadneis moresecure moreefficient,
or moregeneral(e.g.,Ariadnedoesnot requireatrustedhardware
anddoesnotrequirepowerful processors).

Ariadne can authenticateouting messagesising one of three
schemessharedsecretdetweereachpair of nodessharedsecrets
betweencommunicatingnodescombinedwith broadcasauthenti-
cation, or digital signatures We primarily discussherethe useof
Ariadne with TESLA [43, 44], an efficient broadcastuthentica-
tion schemehat requiresloosetime synchronization.Using pair-
wise sharedkeys avoids the needfor synchronizationput at the
costof higherkey setupoverheadproadcasauthenticatiorsuchas
TESLA alsoallows someadditionalprotocoloptimizations.

In Section2 of this paper we summarizethe basic operation
of the Dynamic SourceRouting protocol (DSR) [26, 27, 28], on
which we basethe designof our new securerouting protocol,
andin Section3, we review the TESLA broadcastuthentication
protocol that we usein Ariadne. In Section4, we describeour
assumptiongboutthe network, the nodes,and securityand key



setup.We presentan attacler modelanddescribetypesof attacks
in Section5. In Section6, we presentthe designof our new se-
curead hocnetwork routing protocol,Ariadne. Section7 givesan

initial simulation-basegerformancevaluationof a basicform of

Ariadne. In Section8, we discussrelatedwork, andin Section9,

we presenpur conclusions.

2. BAsic OPERATION OF DSR

We basethe designof our secureon-demandad hoc network rout-
ing protocol,Ariadne,onthebasicoperatiorof theDynamicSource
Routingprotocol(DSR)[26, 27, 28]. DSRis anentirelyon-demand
adhocnetwork routingprotocolcomposeaf two parts:RouteDis-
covery and RouteMaintenance In this section,we describethe
basicform of RouteDiscovery andRouteMaintenancén DSR.

In DSR, whena nodehasa paclet to sendto somedestination
anddoesnot currentlyhave a routeto thatdestinationin its Route
Cadhe thenodeinitiatesRouteDiscoveryto find aroute;this node
is known astheinitiator of the RouteDiscovery, andthe destina-
tion of the pacletis known asthe Discovery’s target Theinitiator
transmitsa ROUTE REQUEST paclet asalocal broadcastspecify-
ing thetarmgetanda uniqueidentifierfrom theinitiator. Eachnode
receving the ROUTE REQUEST, if it hasrecentlyseerthis request
identifier from the initiator, discardsthe REQUEST. Otherwise,it
appendsts own nodeaddresso alist in the REQUEST andrebroad-
caststhe REQUEST. Whenthe ROUTE REQUEST reachests target
node,thetargetsendsa ROUTE REPLY backto theinitiator of the
REQUEST, including a copy of the accumulatedist of addresses
from the REQUEST. Whenthe REPLY reacheghe initiator of the
REQUEST, it cacheghenew routein its RouteCache.

RouteMaintenancds the mechanisnby which a nodesending
a paclet alonga specifiedrouteto somedestinatiordetectsf that
routehasbroken, for examplebecauséwo nodesin it have moved
too far apart. DSR is basedon source routing when sendinga
paclet, theoriginatorlists in the headerof the paclet the complete
sequencedf nodesthroughwhich the paclet is to be forwarded.
Eachnodealongtherouteforwardsthe paclet to thenext hopindi-
catedin thepaclet's headerandattemptgo confirmthatthe paclet
wasreceved by thatnext node;a nodemay confirmthis by means
of alink-layer acknavledgment passie acknavledgment29], or
network-layeracknavledgment.If, afteralimited numberof local
retransmissionef thepaclet, anodein therouteis unableto make
this confirmation |t returnsa ROUTE ERROR to theoriginal source
of the paclet, identifying the link from itself to the next nodeas
broken. The sendetthenremaovesthis broken link from its Route
Cache;for subsequenpacletsto this destinationthe sendemay
useary otherrouteto thatdestinatiorin its Cache pr it mayattempt
anew RouteDiscovery for thattargetif necessary

The DSR protocol also definesa numberof optimizationsto
thesemechanismge.qg.,[18, 19,26,27,28,32]). Someof theseop-
timizationsarerelatively easyto securefor example flow state[19]
requiresonly broadcasauthenticatiomf controlmessagesyhereas
link-state caching[18] requiressomemechanisnto authenticate
links, whereadAriadneonly attemptgo authenticateodes.In this
paperwe secureonly a basicversionof DSR, (with alimited path
cache)without theseoptimizations andthe useof theseoptimiza-
tionsis beyondthe scopeof this paper

3. OVERVIEW OF TESLA

In this paper we describeAriadne using the TESLA [43, 44]
broadcastuthenticatiorprotocol for authenticatingrouting mes-
sages,since TESLA is efficient and addsonly a single message
authenticatiorcode(MAC) to a messagéor broadcastuthentica-
tion. Adding a MAC (computedwith a sharedkey) to a message

canprovide secureauthenticatiorin point-to-pointcommunication;
for broadcastommunicationhowever, multiple receversneedto
know theMAC key for verification,which would alsoallow ary re-
ceiver to forge pacletsandimpersonatehe sender Securebroad-
castauthenticationhusrequiresanasymmetrigrimitive, suchthat
the sendercan generatevalid authenticatiorinformation, but the
receverscanonly verify the authenticatiorinformation. TESLA
differsfrom traditionalasymmetrigprotocolssuchasRSA [49] in
that TESLA achiezesthis asymmetryfrom clock synchronization
anddelayedkey disclosure ratherthanfrom computationallyex-
pensve one-way trapdoorfunctions.

To use TESLA for authenticationgachsenderchoosesa ran-
dom initial key Kn and generatesa one-waykey chain by re-
peatedlycomputinga one-way hashfunction H on this starting
value: Ky—1 = H[Kn], Kn—2 = H[Kn-1], ... . In general,
K; = H[K;+1] = HY7*[Ky]. To computeary previouskey K
from akey K;, j < i, a nodeusesthe equationk; = H*9[K;].
To authenticateary receved value on the one-way chain, a node
appliesthis equatiorto therecevedvalueto determindf thecom-
putedvaluematchesa previous known authentickey onthe chain.
CoppersmittandJalobssorpresentefficient mechanismsor stor
ing andgeneratingzaluesof hashchains[12].

Eachsendepre-determinea scheduleat which it publisheqor
discloses)eachkey of its one-way key chain,in the reverseorder
from generation;that is, a senderpublishesits keys in the order
Ko, K1,...,Ky. A simplekey disclosureschedulefor example,
would beto publishkey K; attime Ty + ¢ x t, whereT isthetime
atwhich K is publishedandt is thekey publicationinterval.

TESLA relieson arecever's ability to determinewhich keys a
sendemay have alreadypublished basedon loosetime synchro-
nizationbetweemodes.Let A bethemaximumtime synchroniza-
tion error betweenary two nodes;the value A mustbe knowvn by
all nodes. To senda paclet, the senderusesa pessimisticupper
boundr ontheend-to-enchetwork delayandpicksakey K; from
its one-way key chainwhich, atthetime ary receveris expectedo
receve the paclet, therecever will believe hasnot yet beenpub-
lished. For example,the sendercould choosea key K; thatit will
not publishuntil a time at leastT + 2A in the future; the value
2A is usedherebecausehe recever’s clock may be aheadof the
sendess clockby A, soattimets atthesenderit is ¢ts + A atthe
recever. In sendingthe paclet, the senderaddsa messagauthen-
ticationcode(MAC), computedusingkey K, to thepaclet. When
the paclet reachegherecever, it will bet; + 7+ A, andthere-
ceiverwill discardthepacletif thekey mighthave beenpublished.
Sincethe recever knows the senders clock may be fasterby A,
the recever will rejectthe paclet unlessit is receved at leastA
beforethe schedulekey releasdime, sotherecever mustbeable
to verify thatthekey is releasedttime ¢ + 7 + 2A or later.

Whenarecever recevesa paclet authenticatedvith TESLA, it
first verifies the TESLA security condition that the key K; used
to authenticatethe paclet cannotyet have beenpublished. For
example, if the local paclet arrival time is ¢,,, and the recever
knows that the earliesttime at which the senderwill disclose
the key K; is to + 7 x t, the recever needsto verify only that
tr < (to+1¢xt—A),implyingthat K; hasnotyetbeenpublished.
Otherwisethe sendemay have alreadypublishedK; andan at-
tacker may have forgedthe paclet contents;ithe recever thusdis-
cardsthe paclet. However, if this checkis successfultherecever
buffersthe pacletandwaitsfor thesendeto publishkey K;; when
thereceverreceves K, it first authenticated(;, andthenauthen-
ticatesstoredpaclets authenticatedvith a key K;, wherej <.
TESLA remainssecureevenif the end-to-enddelayis largerthan
7, althoughsomereceversmayberequiredto discardthe paclet.



4. ASSUMPTIONS
4.1. Network Assumptions

The physical layer of a wirelessnetwork is often vulnerableto
denial of serviceattackssuchasjamming. Mechanismssuchas
spreadspectrum[46] have beenextensiely studiedas meansof
providing resistanceo physicaljamming, and we thus disregard
suchphysicallayerattackshere.

We assumehatnetwork links arebidirectional;thatis, if nodeA
is ableto transmitto somenodeB, thenB is ableto transmitto A.
It is possibleto useanetwork with unidirectionallinks if suchlinks
are detectedand avoided; such detectionmay also otherwisebe
necessarysincemary wirelessMedium AccessControl protocols
requirebidirectionallinks, asthey requirethe exchangeof several
link-layer framesbetweena sourceand destinationto help avoid
collisions[5, 24].

MediumAccesgControlprotocolsarealsooftenvulnerableo at-
tack. For example,in IEEE 802.11,anattacler canparalyzenodes
in its neighborhoodby sendingClearTo-Send(CTS) framespe-
riodically, settingthe “Duration” field of eachframe greaterthan
or equalto the interval betweensuchframes. Lesssophisticated
Medium AccessControl protocols,suchas ALOHA and Slotted
ALOHA [1], arenot vulnerableto suchattacksbut have lower ef-
ficiengy. In this paper we disreggard attackson Medium Access
Controlprotocols.

We assumehat the network may drop, corrupt, reordey or du-
plicatepacletsin transmission.

When Ariadne is usedwith a broadcastauthenticationproto-
col, we inherit all of its assumptionsFor example,whenTESLA
is used,eachnodein the network mustbe able to estimatethe
end-to-endtransmissiortime to ary other nodein the network;
TESLA permitsthis valueto be chosenadaptvely and pessimisti-
cally. Whenthistimeis choserto betoolarge,authenticatiorelay
increasesreducingprotocol responsienesswhenit is chosento
betoo small,authenticpacletsmay berejected but securityis not
compromised.

4.2. NodeAssumptions

Theresource®f differentad hoc network nodesmay vary greatly
from nodeswith very little computationaresourcesto resource-
rich nodesequialentin functionality to high-performancevork-
stations. To make our resultsas generalas possible we have de-
signedAriadneto supporinodeswith few resourcessuchasaPalm
Pilot or RIM pager

Most previous work on securead hoc network routing relieson
asymmetricryptographysuchasdigital signature$56, 58]. How-
ever, computingsuchsignatureon resource-constraineabdesis
expensve, andwe assumehatnodesn theadhocnetwork maybe
soconstrainedFor example,Brown et al analyzethe computation
time of digital signaturealgorithmson various platforms[8]; on
a Palm Pilot or RIM pager a 512-bit RSA [49] sighaturegenera-
tion takes2.4-5.8secondsaandsignatureverificationtakes0.1-0.6
secondsdependingn the public exponent.

WhenAriadneusesTESLA for broadcasauthenticationwe as-
sumethat all nodeshave loosely synchronizedclocks, suchthat
the differencebetweenary two nodes’clocksdoesnot exceedA;
the value of A mustbe knawn by all nodesin the network. Ac-
curatetime synchronizatiorcan be maintainedwith off-the-shelf
hardware basedon GPS[11, 53], althoughthe time synchroniza-
tion signal itself may be subjectto attack[15]. We assumethat
nodescompensateclock drift with periodic re-synchronization.
Microcomputercompensatectrystal oscillators [4] can provide
sub-secondaccurayg for several months;if normal crystal oscil-

latorsareused,A canbechoserto beaslargeasnecessarthough
acorrespondingeductionin protocolresponsienesswill result.
We do not assumerustedhardware suchastamperproofmod-
ules. Securerouting with trustedhardwareis muchsimpler since
nodecompromisds assumedo beimpossiblet

4.3. Security Assumptionsand Key Setup

The securityof Ariadnerelieson the secreg and authenticityof
keys storedin nodes Ariadnerelieson thefollowing keysto be set
up, dependingon which authenticatioomechanisnis used:

e If pairwise shared sectet keysareused we assumemech-
anismto setup thenecessary:(n + 1) /2 keysin anetwork
with n nodes.

e If TESLA is usedwe assume mechanisnio setup shared
secretkeys betweencommunicatingnodes andto distribute
oneauthenticpublic TESLA key for eachnode.

e If digital signaturesareused,we assume mechanisnis-
tribute oneauthentigpublic key for eachnode.

To setup sharedsecretkeys, we can usea variety of mecha-
nisms:akey distribution centersharesa secretkey with eachnode
and setsup sharedsecretkeys with communicatingnodes,such
asin Kerberos[33] or SPINS[45]; bootstrapsharedsecretkeys
from a Public Key Infrastructure(PKI) using protocolssuchas
TLS [14]; or pre-loadsharedsecretkeys at initialization, possibly
throughphysicalcontact[52]. Menezeset al discussseveral key
setupprotocolg[38].

To setup authenticpublic keys, we caneitherembedall public
keys at initialization in eachnode, or assumea PKI and embed
the trustedCertification Authority’s public key in eachnodeand
thenusethat key to authenticatehe public keys of other nodes.
Anotherapproachproposedoy Hubauxet al [23] bootstrapgrust
relationshipshasedn PGP-like certificates.

Ariadnealsorequiresthat eachnodehave an authenticelement
from the RouteDiscovery chain(Section6.6) of every nodeinitiat-
ing RouteDiscoveries. Thesekeys canbe setup in the sameway
asapublickey.

Key setupis an expensve operation. Settingup sharedsecret
keys requiresauthenticityand confidentiality whereassettingup
public keys only requiresauthenticity Furthermorefewer public
keys aregenerallyneededbecausén a network with n nodesonly
n publickeys areneededandcanpotentiallybebroadcastwhereas
n(n + 1)/2 secretkeys needto be setup in the caseof pairwise
sharedsecretkeys.

We outline herea mechanisnto setup thesekeys without re-
lying on Ariadne, thus avoiding the circular dependenc between
key setupandarouting protocol. We assumeor this atrustedKey
Distribution Center(KDC) thateithersharesa secrekey with each
node,or usesits privateor TESLA key to broadcastauthenticated
public keys of nodes.In eithercase,a starbasedouting protocol
that allows routing betweennodesand the trustedentity sufices.
To bootstrapauthenticatedkeys betweenpairs of nodes,the KDC
nodeinitiates a RouteDiscovery with a special,resened address
(not the addressof ary actualnode)asthe target of the Discov-
ery. The RouteDiscovery is processedsin Ariadne (Section6),
exceptthateachnodereceving the RouTE REQUEST for thefirst
time alsoreturnsa ROUTE RepPLY. The KDC canthenuseeach
returnedrouteto sendencryptedauthenticatedkeys to eachnode
in the network.

1In thetermsof the attacler classificationwe presenin Section5.1,the strongest-
tackerin suchanernvironmentis Active-0-x. As we discussn Section6.2,we canthus
securea network with tamperproofhardware througha network-wide sharedsecret
key for all messagauthenticationwith padetleasheg21] (bothimplementedvithin
thesecurehardware).



5. AD HOC NETWORK ROUTING SECURITY

In this section we definea taxonomyof typesof attaclersanddis-
cussspecificattacksagainstadhocnetwork routing. Thisapproach
allows usto categorizethe securityof an ad hoc network routing
protocolbasedon the strongesattacler it withstands.

5.1. Attacker Model

We considertwo main attacler classespassiveand active The
passie attacler doesnot sendmessagest only eavesdropson the
network. Passve attaclersaremainly threatsagainsthe privagy or
anorymity of communicationyatherthanagainstthe functioning
of the network or its routing protocol,andthuswe do not discuss
themfurtherhere.

An active attacler injectspacletsinto the network andgenerally
also eavesdrops.We characterizehe attacler basedon the num-
ber of nodesit owns in the network, and basedon the numberof
thosethat are good nodesit hascompromised. We assumethat
the attacler owns all the cryptographickey information of com-
promisednodesanddistributesit amongall its nodes.We denote
suchan attacler Active-n-m wheren is the numberof nodesit
hascompromisedandm is the numberof nodesit owns. We pro-
posethe following attacler hierarchy(with increasingstrength)to
measureouting protocol security: Active-0-1 (the attacler owns
onenode),Active-0-x (theattacler ownsz nodes)Active-1-x(the
attacler owns one compromisechodeand distributesthe crypto-
graphickeystoits z — 1 othernodes) andActive-y-x. In addition,
we call an attacler thathascompromisechodesan Active-VC at-
tacler if it ownsall nodeson a vertex cutthroughthe network that
partitionsthe goodnodesinto multiple sets forcing goodnodesin
differentpartitionsto communicateonly throughanattacler node.
This attacler is particularly poverful, asit controlsall traffic be-
tweennodesof the disjoint partitions.

Our protocoldoesnot requirea trustedKey Distribution Center
(KDC) in the network, but somead hoc networks may useonefor
key setup,asmentionedin Section4.3. We do not considerthe
casein which an attacler compromiseshe KDC, sincethe KDC
is acentraltrustentity, anda compromisedKDC compromiseshe
entirenetwork.

5.2. General Attacks on Ad Hoc Network Routing Protocols

Attackson anadhoc network routing protocolsgenerallyfall into
oneof two cateyories:routingdisruptionattacksandresouce con-
sumptionattacks. In a routing disruptionattack, the attacler at-
temptsto causelegitimate datapaclets to be routedin dysfunc-
tional ways. In aresourceconsumptiorattack,the attacler injects
pacletsinto thenetwork in anattemptio consumevaluablenetwork
resourcesuchas bandwidth,or to consumenoderesourcesuch
asmemory(storage)or computationpowver. Froman application-
layerperspectie, both attacksareinstance®f a Denial-of-Service
(DoS)attack.

An exampleof a routing disruptionattackis for an attacler to
sendforgedrouting pacletsto createa routingloop, causingpack-
etsto traversenodesin a cycle without reachingtheir destinations,
consumingenegy andavailablebandwidth.An attacler may sim-
ilarly createaroutingbladk hole in which all pacletsaredropped:
by sendingorgedroutingpaclets,theattacler couldrouteall pack-
etsfor somedestinationto itself andthendiscardthem, or the at-
tacler could causethe routeat all nodesin anareaof the network
to point“into” thatareawhenin factthe destinationis outsidethe
area. As a specialcaseof a black hole, an attacler could createa
gray hole in whichit selectvely dropssomepacletsbut notothers,
for example,forwardingrouting paclets but not datapaclets. An

attacler may alsoattemptto causea nodeto usedetous (subop-
timal routes)or may attemptto partition the network by injecting
forgedrouting pacletsto prevent one setof nodesfrom reaching
another An attacler mayattempto make aroutethroughitself ap-
pearlongerby addingvirtual nodego theroute;we call this attack
gratuitousdetour, as a shorterroute exists and would otherwise
have beenused. In ad hoc network routing protocolsthat attempt
to keeptrack of perceved maliciousnodesin a “blacklist” at each
node,suchasis donein watchdogand pathratel{36], an attacler
may bladkmail a goodnode,causingothergoodnodesto addthat
nodeto their blacklists,thusavoiding thatnodein routes.

A moresubtletype of routingdisruptionattackis the creationof
awormholein the network [21], usinga pair of attacler nodesA
andB linkedvia aprivatenetwork connection Every pacletthat A
recevesfrom the ad hoc network, A forwardsthroughthe worm-
hole to B, to then be rebroadcasby B; similarly, B may send
all ad hoc network pacletsto A. Suchan attack potentially dis-
ruptsrouting by shortcircuiting the normalflow of routing pack-
ets,andthe attaclersmay alsocreatea virtual vertex cut thatthey
control.

Therushingattackis a maliciousattackthatis tamgetedagainst
on-demandoutingprotocolsthatuseduplicatesuppressioateach
node[22]. An attacler disseminatefROUTE REQUESTS quickly
throughoutthe network, suppressingry later legitimate ROUTE
ReQuEsTswhennodegdropthemdueto theduplicatesuppression.

An exampleof a resourceconsumptiorattackis for anattacler
to inject extra data padetsinto the network, which will consume
bandwidthresourcesvhen forwarded, especiallyover detoursor
routingloops. Similarly, an attacler caninject extra contiol pad-
etsinto the network, which may consumesven morebandwidthor
computationalesourcess othernodesprocessandforward such
paclets. With eitherof theseattacks anActive-VC attacler cantry
to extractmaximumresourcesrom the nodeson both sidesof the
vertex cut, for exampleby forwardingonly routingpacletsandnot
datapaclets,suchthatthe nodeswasteenegy forwardingpaclets
to the vertex cut, only to have themdropped.

If arouting protocolcanpreventanattacler from insertingrout-
ing loops,andif a maximumroutelengthcanbeenforcedthenan
attacler thatcaninject extra datapacletshaslimited attackpower.
In particular if routesarelimited to v hops,theneachdatapaclet
transmittedby theattacler only causes fixednumberof additional
transmissionsnoregenerallyif at mostonecontrolpaclet canbe
sentin responsdo eachdatapaclet (e.g.,a ROUTE ERROR), and
that control paclet is limited to v hops, then an individual data
pacletcancauseonly 2v individual transmissionsWe consideran
attacka DoS attackonly if the ratio betweenthe total work per
formed by nodesin the network andthe work performedby the
attacler is onthe orderof the numberof nodesin the network. An
exampleof aDoSattackis wheretheattacler sendsa singlepaclet
thatresultsin a paclet flood throughouthe network.

6. ARIADNE
6.1. Notation
We usethe following notationto describesecurity protocolsand
cryptographicoperations:
e A, B areprincipals,suchascommunicatinghodes.

e Kap andKpa denotethesecretMAC keys sharedbetween
A and B (onekey for eachdirectionof communication).

e MACk , (M) denoteghe computationof the messageu-
thenticationcode(MAC) of messagé\/ with the MAC key
K ag, for exampleusingthe HMAC algorithm(3].



For notationalcorveniencewe assuménashandMAC functions
that take a variable numberof arguments,simply concatenating
themin computingthefunction.

6.2. DesignGoals

We aim for resilienceagainstActive-1-xandActive-y-x attaclers.
Ideally, the probability thatthe routing protocoldeliversmessages
degradeggracefullywhennodesfail or arecompromisedOur goal
is to designsimpleandefficient mechanismschieving high attack
robustness. Thesemechanismshould be suficiently generalto
allow applicationto a wide rangeof routing protocols.

Defendingagainstan Active-0-x attacler is relatively easy A
network-widesharedsecrekey limits theattaclerto replayingmes-
sagesThusthemainattackgemainingarethewormholeandrush-
ing attacks(Section5.2). Packet leasheq21] canpreventboth at-
tacksbecausehey preventan Active-0-xattacler from retransmit-
ting paclets.

Most routing disruption attackswe presentin Section5.2 are
causedy maliciousinjectionor alteringof routingdata.To prevent
theseattacks,eachnodethat interpretsrouting information must
verify the origin andintegrity of thatdata,thatis, authenticatehe
data. Ideally, the initiator of the Route Discovery canverify the
origin of eachindividual datafield in the ROUTE REPLY.

We needanauthenticatiomechanisnwith low computatiorand
communicatioroverhead An inefficientauthenticatioomechanism
could be exploited by an attacler to performa Denial-of-Service
(DoS) attack by flooding nodeswith malicious messagesover-
whelming themwith the cost of verifying authentication. Thus,
for point-to-pointauthenticatiorof a messagewe usea message
authenticatiorcode(MAC) (e.g.,HMAC [3]) anda sharedkey be-
tweenthetwo parties. However, settingupthesharedeys between
theinitiator andall thenodesnthepathto thetargetmaybeexpen-
sive. We thusalsoproposeausingthe TESLA broadcasauthentica-
tion protocol(Section3) for authenticatiorof nodeson therouting
path.However, we alsodiscusaMAC authenticatiorwith pairwise
sharedkeys, for networks capableof inexpensve key setup,and
we discusdigital signaturegor authenticationfor networks with
extremelypowerful nodes.

As agenerallesignprinciple,anodetrustsonly itself for acquir
ing informationaboutwhich nodesin the network are malicious.
This approachhelps avoid blackmail attacks,where an attacler
constructsnformationto make alegitimatenodeappeamalicious.

In ourdesignwe assuméhatasendetruststhedestinatiorwith
which it communicatesfor authenticatingnodeson the path be-
tweenthem. This assumptioris straightforvard, asthe destination
nodecancontrolall communicatiorwith thesendemanyway. How-
ever, the destinationnode can potentially blackmailnodeson the
pathto thesenderThe sendethusneedgo keepa separatdlack-
list for eachdestination.

In generaladhocnetwork routingprotocolsdo notneedsececy
or confidentiality Thesepropertiesarerequiredto achieve privacy
or anorymity for thesendeiof messagesEvenin thelnternet,it is
challengingto achieve senderanorymity, andthis areais still the
subjectof active research.

Our protocol doesnot prevent an attacler from injecting data
paclets. As we describein Section5.2, injecting a paclet results
in a DoS attackonly if it floodsthe network. Sincedatapack-
etscannotflood the network, we do not explicitly protectagainst
paclet injection. However, maliciousROUTE REQUEST messages
that flood the network do classify as a DoS attack,and we thus
preventthis attackwith a separatenechanisnthatwe describein
Section6.6.

6.3. BasicAriadne Route Discovery

We presenthe designof the Ariadneprotocolin threestages.we
first presenta mechanisnthat enableshe tamgetto verify the au-
thenticity of the ROUTE REQUEST; we thenpresenthreealterna-
tive mechanismsor authenticatinglatain ROUTE REQUESTsand
RouTE REPLYS; andfinally, we presentan efficient perhop hash-
ing techniqueto verify thatno nodeis missingfrom the nodelist
in the REQUEST. In the following discussionve assumehatthe
initiator S performsa RouteDiscovery for tamget D, andthatthey
sharethesecrekeys Ksp and K ps, respectrely, for messageau-
thenticationin eachdirection.

Target authenticatesROUTE REQUESTS. To corvince the tar-

getof the legitimagy of eachfield in a RouTE REQUEST, theini-

tiatorsimplyincludesa MA C computedwith key Ksp overunique
data,for exampleatimestamp.Thetargetcaneasilyverify the au-
thenticity and freshnes®f the route requestusing the sharedkey

Ksp.

Threetechniquesfor data authentication. In a RouteDiscov-

ery, theinitiator wantsto authenticateeachindividual nodein the

nodelist of the ROUTE REPLY. A secondaryequiremenis that
thetargetcanauthenticateachnodein the nodelist of the RouTE

REQUEST, sothatit will returna ROUTE REPLY only alongpaths
that contain only legitimate nodes. In this section,we present
threealternatve techniquedo achieve nodelist authenticationthe

TESLA protocol,digital signaturesandstandardMACs.

WhenAriadneRouteDiscovery is usedwith TESLA, eachhop
authenticatesew informationin the REQUEST. Thetargetbuffers
the REPLY until intermediatenodescanreleasehe corresponding
TESLA keys. The TESLA securityconditionis verified at thetar-
get,andthetargetincludesa MAC in the REPLY to certify thatthe
securityconditionwasmet. TESLA requireseachpaclet sendeto
choosea T asthemaximumend-to-endlelayfor apaclet. Choices
of 7 do not affectthe securityof the protocol,althoughvaluesthat
aretoo smallmay causethe RouteDiscovery to fail. Ariadnecan
chooser adaptvely, by increasingr whena Discovery fails. In
addition,thetargetof the Discovery could provide feedbackn the
RouTE REPLY whenT waschosertoo long.

AriadneRouteDiscovery usingdigital signaturesdiffersin that
no Route Discovery chain elementis required(Section6.6). In
addition,the MAC list in the REQUEST becomes signaturelist,
wherethe datausedto computethe MAC is insteadusedto com-
pute a signature. Ratherthan computingthe target MAC using
a MessageAuthenticationCode, a signatureis used. Finally, no
key list is requiredin the REPLY.

Ariadne RouteDiscovery usingMA Cs is mostefficient, but re-
quirespairwisesharedkeys betweenall nodes. When Ariadneis
usedin this way, the MAC list in the REQUEST is computedusing
a key sharedbetweenthe target andthe currentnode,ratherthan
usingthe TESLA key of the currentnode. The MACs areverified
at the target and are not returnedin the REPLY. As aresult,the
target MAC is not computedover the MAC list in the REQUEST.
In addition,no key list is requiredin the REPLY.

Per-hop hashing Authenticationof datain routing messagess
not sufiicient, as an attacler could remore a nodefrom the node
list in a REQUEST. We useone-way hashfunctionsto verify that
no hop was omitted, andwe call this approachper-hop hashing
To changeor remove a previous hop, an attacler musteitherhear
a REQUEST without that nodelisted, or mustbe ableto invert the
one-way hashfunction

Ariadne Route Discovery with TESLA We now describen de-
tail the versionof Ariadne RouteDiscovery using TESLA broad-



castauthentication.We assumethat every end-to-endcommuni-
cating source-destinatiopair of nodesA and B sharethe MAC
keys Kap andK 4. WealsoassuméhateverynodehasaTESLA
one-vay key chain,andthat all nodesknow an authentickey of
the TESLA one-way key chainof eachothernode(for authentica-
tion of subsequerkeys, asdescribedn Section3). RouteDiscov-
ery hastwo stagestheinitiator floodsthe network with a RouTE
REQUEST, andthetamgetreturnsa ROUTE REPLY. To securethe
RoOUTE REQUEST paclet, Ariadne providesthe following proper
ties: (1) thetargetnodecanauthenticat¢heinitiator (usingaMAC
with a key sharedbetweerthe initiator andthetarget); (2) theini-
tiator canauthenticateachentry of the pathin the ROUTE REPLY
(eachintermediatanodeappends MAC with its TESLA key); and
(3) no intermediatenodecanremove a previous nodein the node
listin the REQUEST or REPLY (aone-way functionpreventsacom-
promisedhodefrom remaving a nodefrom the nodelist).

A ROUTE REQUEST paclet in Ariadne containseight fields:
(RoOUTE REQUEST, initiator, target, id, timeinterval, hashchain,
nodelist, MAC list). Theinitiator andtarget aresetto the address
of the initiator andtarget nodes respectiely. Asin DSR,theini-
tiator setsthe id to an identifier that it hasnot recently usedin
initiating a RouteDiscovery. Thetimeinterval is the TESLA time
interval at the pessimisticexpectedarrival time of the REQUEST
at the target, accountingfor clock skew; specifically given r, a
pessimistidransittime, the time interval could be setto ary time
interval for which the key is not releasedwithin the next = + 2A
time. Theinitiator of the REQUEST theninitializesthe hashchain
to MACk , (initiator, target, id, time interval) andthe nodelist
andMAC list to emptylists.

Whenary node A recevesa ROUTE REQUEST for which it is
notthetarget,thenodechecksts localtableof (initiator, id) values
fromrecentREQUESTSIt hasreceved,to determindf it hasalready
seena REQUEST from this sameRouteDiscovery. If it has,the
nodediscardghe paclet, asin DSR.Thenodealsochecksvhether
thetimeinterval in the REQUEST is valid: thattime interval must
notbetoofarin thefuture,andthekey correspondingo it mustnot
have beendisclosedyet. If thetime interval is not valid, the node
discardsthe paclet. Otherwise,the nodemodifiesthe REQUEST
by appendingts own addressA, to thenodelist in the REQUEST,
replacingthe hashchain field with H [ A, hashchain], andappend-
ing aMAC of theentire REQUEST to the MAC list. Thenodeuses
the TESLA key K4, to computethe MAC, where? is the index
for the time interval specifiedin the REQUEST. Finally, the node
rebroadcastthe modified REQUEST, asin DSR.

Whenthe target noderecevesthe ROUTE REQUEST, it checks
thevalidity of the REQUEST by determiningthatthe keys from the
time interval specifiedhave not beendisclosedyet, and that the
hashchain field is equalto

Hnn,Hn—1, H[... ,H[m,
MACk , (initiator, target, id, timeinterval) ] ...]]]

where 7; is the node addressat position ¢ of the nodelist in
the REQUEST, and where n is the number of nodesin the
nodelist. If the target node determinesthat the REQUEST is
valid, it returnsa ROUTE REPLY to theinitiator, containingeight
fields: (RouTE REPLY, target, initiator, timeinterval, nodelist,
MAC list, target MAC, key list). Thetarget, initiator, timeinterval,
nodelist, and MAC list fields are setto the corresponding/alues
from the ROUTE REQUEST, thetarget MAC is setto aMAC com-
putedonthe precedindieldsin the REpLY with thekey Kps, and
the key list is initialized to the emptylist. The ROUTE REPLY is
thenreturnedo theinitiator of the REQUEST alongthesourceroute

S ho = MACk g, (REQUEST, S, D, id, ti)
3 (REQUEST, S, D, id, ti, ho, (), ())

A: hi1 = H[A, hg]
My = MACKAtY(REQUEST, S,D,id,ti,h,(A),())

A —«: (REQUEST,S, D, id, ti, h1,(A),(Ma))
B: ’LQ:H[B,hl]
Mp = MACKBt (REQUEST, S, D, id, ti, ha, (A, B),(Ma))
X3
B — x: (REQUEST, S, D, id, ti,hz, (A, B),(Ma, Mg))
C: hs = H[C, hz]
Mc = MACKCt_(REQUEST, S, D,id,ti,hs, (A, B,C),(Ma,Mg))
T
C — x: (REQUEsT, S, D,id,ti,hs,(A,B,C),(Ma,Mp,Mc))
D: Mp =MACg ¢ (REPLY, D, S, ti, (A, B, C), (Ma, Mp, Mc))

D —C: (RepLY, D, S, 11, (A, B,C),(Ma, Mg, Mc), Mp, ()
C — B: (RepLY, D, S, ti, (A, B,C),(Ma, M, Mc), Mp, (Kc,,))
B — A: (REPLY, D, 5, ti, (A, B,C),(Ma, M, Mc), Mp, (Kc,,, KB,;))

A—S: (REPLY, D, S, ti, (A, B,C),(Ma, Ms, Mc), Mp,
(Koy» KBy Kag,))

Figure 1: Route Discovery examplein Ariadne. The initiator
node S is attempting to discover a route to the target node D.
The bold underlined font indicates changed messagefields,
relative to the previous messagef that type.

obtainedby reversingthe sequenc®f hopsin the nodelist of the
REQUEST.

A nodeforwardinga ROUTE REPLY waitsuntil it is ableto dis-
closeits key from the time interval specified;it thenappendsts
key from thattime interval to the key list field in the REPLY and
forwardsthe paclet accordingto the sourcerouteindicatedin the
paclet. Waiting delaysthe returnof the RouTE REPLY but does
not consumeextracomputationapower.

Whentheinitiator recevesa ROUTE REPLY, it verifiesthateach
key in the key list is valid, that the target MAC is valid, and that
eachMAC in theMAC list is valid. If all of thesetestssucceedthe
nodeacceptshe ROUTE REPLY; otherwisejt discardst. Figurel
shavs anexampleof RouteDiscovery in Ariadne.

6.4. BasicAriadne Route Maintenance

Route Maintenancean Ariadne is basedon DSR as describedn
Section2. A nodeforwardinga paclet to the next hop alongthe
sourceroutereturnsa ROUTE ERROR to the original senderof the
paclet if it is unableto deliver the paclet to the next hop after
a limited numberof retransmissiorattempts. In this section,we
discussmechanismdor securingRoOUTE ERRORS, but we do not
considerthe caseof attaclersnot sendingERRORs (Section6.5).
To prevent unauthorizechodesfrom sendingERRORS, we re-
quirethatan ERROR be authenticatedy the sender Eachnodeon
the returnpathto the sourceforwardsthe ERROR. If the authen-
tication is delayed, for examplewhen TESLA is used,eachnode
thatwill beableto authenticatéhe ERROR buffersit until it canbe
authenticated.
WhenusingbroadcasauthenticationsuchasTESLA, aROUTE
ERROR paclet in Ariadne containssix fields: (ROUTE ERROR,
sendingaddress receivingaddress time interval, error MAC,
recenfTESLAkey). Thesendingaddressis setto theaddres®f the
intermediatenodeencounteringheerror, andthereceivingaddress
is setto theintendednext hop destinationof the paclet it wasat-
temptingto forward. For example,if node B is attemptingto for-
ward a paclet to the next hop nodeC, if B is unableto deliver
the paclet to C, node B sendsa ROUTE ERROR to the original
senderof the paclet; the the sendingaddressin this exampleis



setto B, andthereceivingaddessis setto C. Thetimeinterval
in the ROUTE ERROR is setto the TESLA time interval at the
pessimisticexpectedarrival time of the ERROR at the destination,
andthe error MAC field is setto the MAC of the precedingdfields
of the ROUTE ERROR, computedusingthe senderof the RouTE
ERROR'S TESLA key for thetime interval specifiedn the ERROR.
The recentTESLAKkey field in the ROUTE ERROR is setto the
most recentTESLA key that can be disclosedfor the senderof
the ERROR. We useTESLA for authenticatinfROUTE ERRORS SO
thatforwardingnodescanalsoauthenticatandprocesshe RouTE
ERROR.

Whensendinga ROUTE ERROR, the destinationof the paclet
is setto the sourceaddressof the original paclet triggering the
ERROR, and the ROUTE ERROR is forwardedtoward this node
in the sameway as a normal datapaclet; the sourceroute used
in sendingthe ROUTE ERROR pacletis obtainedby reversingthe
sourceroute from the headerof the paclet triggeringthe ERROR.
Eachnodethatis eitherthe destinationof the ERROR or forwards
the ERROR searchests Route Cachefor all routesit hasstored
thatusethe (sendingaddress receivingaddress link indicatedby
the ERROR. If the nodehasno suchroutesin its Cache,it does
not procesghe ROUTE ERROR further (otherthanforwardingthe
paclet, if it is not the destinationof the ERROR). Otherwise the
nodecheckswhetherthetimeinterval in the ERROR is valid: that
time intenval mustnot betoo far into the future,andthe key corre-
spondingto it mustnothave beendisclosedyet; if thetime interval
is notvalid, thenodesimilarly doesnotprocesshe ROUTE ERROR
further.

If all of thetestsabove for the ROUTE ERROR succeedthenode
checksthe authenticationon the ERROR, basedon the sending
nodes TESLA key for the time intenal indicatedin the ERROR.
To do so,the nodesarestheinformationfrom the ERROR in mem-
ory until it recevesa disclosedTESLA key from the senderthat
allows this. During this time, the nodecontinuesto usethe routes
in its Route Cachewithout modificationfrom this ERROR. If the
senderstopsusingthatroute,therewill benoneedto completethe
authenticatiorof the ERROR. Otherwise eachsubsequenpaclet
sentalongthis routeby this nodewill triggeranadditionalROUTE
ERROR, andoncethe TESLA timeintenal usedin thefirst ERROR
ends,the recentTESLAkey field in the next ERROR returnedwill
allow authenticationof this first ERROR; alternatvely, the node
couldalsoexplicitly requestheneeded ESLAkey fromthesender
oncetheinterval ends.Oncethe ROUTE ERROR hasbeenauthen-
ticated,thenoderemovesfrom its RouteCacheall routesusingthe
indicatedlink, and alsodiscardsary saved informationfor other
ERRORsfor which, asaresultof remaving theseroutes,it thenhas
no correspondingoutesin its RouteCache.

To handlethe possiblememoryconsumptiorattackof needing
to save informationfrom mary pendingRouTE ERRORS, the fol-
lowing techniqueis quite effective: eachnodekeepsin memorya
tablecontainingthe informationfrom eachROUTE ERROR await-
ing authentication We managethis table suchthatthe probability
thatthe informationfrom an ERROR is in thetableis independent
of thetime thatthis noderecevedthat ROUTE ERROR.

Whendigital signaturesor pairwisesharedkeys are used, this
memory consumptionattackis not possible,and the authentica-
tion is more straightforvard. A ROUTE ERROR neednot include
atimeinterval or recentTESLAkey. Furthermorethe error MAC
is changedo a digital signaturewhendigital signaturesare used.
When pairwisesharedkeys are used,the error MAC is computed
basedon the key sharedbetweerthe original senderof the paclet
andthe senderof the ROUTE ERROR, ratherthanon the TESLA
key of thesenderof the ERROR.

6.5. Thwarting Effects of Routing Misbehavior

Theprotocoldescribedofaris vulnerableo anActive-1-1attacler
that happendo be alongthe discoreredroute. In particular we
have not presentech meansof determiningwhetherintermediate
nodesarein factforwardingpacletsthatthey have beenrequested
to forward. Watchdogandpathratef36] attempto solve this prob-
lem by identifying the attackingnodesand avoiding themin the
routesused.Insteadwe chooseroutesbasedon their prior perfor
mancein paclet delivery. Introducingmechanismshat penalize
specificnodesfor routing misbehaior (suchasis donein watch-
dog and pathrater)is subjectto a blackmail attack (Section5.1),
wherea sufiicient numberof attaclers may be ableto penalizea
well-behaed node.

Our schemerelies on feedbackaboutwhich paclets were suc-
cessfullydelivered.Thefeedbaclcanberecevedeitherthroughan
extraend-to-endhetwork layermessagegr by exploiting properties
of transportlayers,suchas TCP with SACK [37]; this feedback
approachs somavhat similar thatusedin IPv6 for NeighborUn-
reachabilityDetection[39]. Strongempropertiesareobtainedwhen
the routing protocol sendssuch feedbackpaclets along a route
equalto the reversedroute of the triggering paclet; otherwise,a
maliciousnodealongoneroutemay dropthe acknavledgmentfor
apaclettransmittedalonga functioningroute.

A nodewith multiple routesto a single destinationcan assign
a fraction of pacletsthatit originatesto be sentalongeachroute.
Whenasubstantiallysmallerfractionof pacletssentalongary par
ticular routearesuccessfulldelivered,the nodecanbegin sending
asmallerfractionof its overall pacletsto thatdestinatioralongthat
route. However, if the fraction of pacletschoserto be sentalong
aroutethatappeardo be misbehaing wereto reachzero,a short-
livedjammingattackthatis now over couldstill preventthefuture
useof thatroute. To avoid this possibleDoS attack,we choosehe
fraction of paclets sentalong sucha routeto be somesmall but
nonzeroamount,to allow the occasionalmonitoring of the route.
A paclet sentfor this purposecanbeanormaldatapaclet, or, if all
pacletsaresecuredisingend-to-endencryption,apaddedprobe”
pacletcanbeused.

BecauseDSR often returnsmultiple ROUTE REPLY pacletsin
responsdo a RouteDiscovery, the presenceof multiple routesto
somedestinatiorin a nodes RouteCacheis quite common.Tsiri-
gosandHaas[54] alsodiscussthe useof multiple routesfor in-
creasingeliability, althoughthey donotdiscusghistechniquewith
respecto secureroutingprotocols.

Malicious nodescan also be avoided during Route Discovery.
EachRouTE REQUEST canincludea list of nodesto avoid, and
the MAC thatformstheinitial hashchainelement(ho) is thenalso
computedover thatlist of nodes. Malicious nodescannotadd or
remove nodesfrom this list without being detectedby the target.
Choosingwhich nodesto avoid in this way is beyondthe scopeof
this paper

6.6. Thwarting Malicious Route RequestFloods

An active attacler canattemptto degradethe performancef DSR
or otheron-demandoutingprotocolsby repeatedlynitiating Route
Discovery. In thisattack.anattaclersendsRouTe REQUEST pack-
ets,which the routing protocolfloods throughoutthe network. In
basic Ariadne (Sections6.3 and 6.4), a ROUTE REQUEST is not
authenticatedintil it reachests target, thusallowing anActive-1-1
attacler to causesuchnetwork-widefloods. (An Active-0-1canbe
thwartedby usinga network-wide authenticatiorkey, asdescribed
in Section7.2.)

To protectAriadnefrom a flood of ROUTE REQUEST paclets,
we needa mechanisnthat enablesnodesto instantlyauthenticate



RouUTE REQUESTS, so nodescan filter out forged or excessie
REQUEST paclets. We introduceRouteDiscovery chaing amech-
anismfor authenticatindRouteDiscoveries,allowing eachnodeto
rate-limit Discoveriesinitiated by arny node.

Route Discovery chainsare one-way chainsgeneratedas in
TESLA (Section3), by choosinga random K, and repeatedly
computinga one-way hashfunction H to give K; = H" ~*[Kx].
Thesechainscanbe usedin oneof two ways. Oneapproachs to
releaseonekey for eachRouteDiscovery. EaChROUTE REQUEST
from that Discovery would carry a key from this RouteDiscovery
chain, and duplicatescould be suppressedising this value. Be-
causeof theflooding hatureof RouteDiscovery, a nodethatis not
partitionedfrom the network will generallyheareachchain ele-
mentthatis used preventingan attacler from reusingthatvaluein
the future. An alternatve approachsimilar to TESLA, is to dic-
tate a scheduleat which Route Discovery chain elementscanbe
used,andto uselooselysynchronizectlocksto prevent even par
titioned nodesfrom propagatingan old ROUTE REQUEST. The
latter approachis computationallyslightly more expensve, but it
is secureagainstan attacler replayingan old chainelementto a
formerly partitionednode,causingthat nodeto ignore REQUESTS
from the spoofedsourcefor someperiodof time.

6.7. An Optimization for Ariadne

When Ariadne is used with broadcastauthenticationsuch as
TESLA, additionalroute cachingis possible. In the basicRoute
Discovery mechanisndescribedn Section6.3,only theinitiator of
theDiscovery canusetheroutein the REPLY, sincethetarget MAC
field of the REPLY canonly be verified by the initiator. However,
if the appropriatedatais also broadcastauthenticatedarny node
alonga pathreturnedin a REPLY canusethatrouteto reachthe
tarmget. For example,if TESLA is usedasthe broadcastuthentica-
tion protocol,atargetauthenticatoris placedthepacletin addition
to thetarget MAC, andis computedusinga TESLA key thatis not
expectedto be discloseduntil A afterthe last REPLY reacheghe
initiator (where A is the maximumtime differencebetweentwo
nodes).That TESLA key is thendisclosedafterappropriatedelay
by sendingt to theinitiator alongeachpathtraversecby a REPLY.

7. ARIADNE EVALUATION
7.1. Simulation-BasedPerformance Evaluation

To evaluatethe Ariadnewithout attaclers,we usedthe ns-2simu-
lator, with our mobility extensiong7]. Thens-2simulatorhasbeen
usedextensvely in evaluatingthe performanceof ad hoc network
routing protocols. Thesesimulationsmodelradio propagatiorus-
ing the realistictwo-ray groundreflectionmodel[47] andaccount
for physicalphenomenauchassignalstrength propagatiordelay
captureeffect, andinterference The Medium AccessControl pro-
tocol usedis the IEEE 802.11Distributed CoordinationFunction
(DCF) [24]. The parametersisedfor our simulationaregiven in
Tablel.

We evaluatedtheversionof AriadnethatusesTESLA for broad-
castauthenticatiorand sharedkeys only betweencommunicating
nodes(without the optimization describedin Section6.7). We
modeledhisversionof Ariadneby modifying ourns-2DSRmodel
in severalways: we increasedhe paclet sizesto reflectthe addi-
tional fieldsnecessarfor authenticatinghe paclets,andmodified
the handling of Route Discovery and Maintenancefor the addi-
tionalauthenticatiomprocessinglefinedn Ariadne;we adjustede-
transmissiortimeoutsfor ROUTE REQUESTSto compensatéor the
delaynecessaryor the disclosureof TESLA keys; andwe treated
routeslearnedfrom RouteDiscovery in anatomicfashionthatdid

Table 1: Parametersfor Ariadne Simulations

ScenarioParameters
Numberof Nodes 50
Maximum Velocity (vmax) 20m/s
Dimensionf Space 1500m x 300m
NominalRadioRange 250m
Source-DestinatioRairs 20
SourceDataPattern(each) 4 paclets/second
ApplicationDataPayloadSize 512bytes/packt
Total ApplicationDatalLoad 327kbps
Raw PhysicalLink Bandwidth 2 Mbps

DSR Parameters

Initial ROUTE REQUEST Timeout 2 seconds
MaximumROUTE REQUEST Timeout 40seconds
CacheSize 32routes
CacheReplacemenPolicy FIFO

TESLA Parameters
TESLA Time Intenal 1 second
Pessimisti€nd-to-EndPropagatiormime (1) 0.2seconds
Maximum Time SynchronizatioriError (A) 0.1seconds
HashLength(p) 80 bits

notallow theuseof prefixesof routesin theRouteCache We com-
parethisversionof Ariadneversughecurrentversionof DSR[18],

which we call simply “DSR,” andwith an unoptimizedversionof

DSR, which we call “DSR-NoOpt! In DSR-NoOpt,we disabled
all protocol optimizationsnot presentin Ariadne. By comparing
Ariadne with this unoptimizedversionof DSR, we can examine
the performanceémpactof addingsecurity independenof the per

formanceimpactof the DSR optimizationsremoved to allow the
securitychanges.

Eachnodein our simulation moves accordingto the random
waypointmodel[27]: anodestartsat a randomposition,waits for
a durationcalledthe pausetime, andthenchoosesa newv random
locationandmovestherewith avelocity uniformly choserbetween
0 andvmax. Whenit arrives, it waitsfor the pausdime andrepeats
theprocessLikemuchpreviouswork in evaluatingadhocnetwork
routing protocols(e.g.,[7, 18, 25]), we usea rectangulaispaceof
size 1500m x 300m to increasethe averagenumberof hopsin
routesusedrelative to asquarespaceof equalareacreatingamore
challengingenvironmentfor the routing protocolin this respect.
All protocolswererun onidenticalmovementandcommunication
scenariosWe computedsix metricsfor eachsimulationrun:

e Packet Delivery Ratio (PDR). The fraction of application-
level datapaclets sentthat are actually receved at the re-
spectve destinatiomode.

e Packet Overhead The numberof transmission®f routing
paclets;for example,a ROUTE REPLY sentover threehops
would countasthreepacletsin this metric.

e Byte Overhead The numberof transmissionof overhead
(non-datapytes,countingeachhopasabove.

e MeanLatency The averagetime elapsedrom whena data
pacletisfirst sentto whenit is first recevedatits destination.

e 99.99th Percentile Latency Computed as the 99.99th
percentileof the paclet delivery latengy.

e Path Optimality. Compareghe lengthof routesusedto the
optimal (minimum possiblehoplengthasdeterminecy an
off-line omniscientalgorithm.

Figure2(a)shavsthePacket Delivery Ratio (PDR)for eachpro-
tocol. Remwing the optimizationsfrom DSR to produceDSR-
NoOptreducesPDR by an averageof 15.2%;addingAriadne se-
curity further reducesPDR by just an additional0.66% on aver-
age, and doesnot reducePDR by more than an additional 4%
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Figure2: Performanceresultscomparing Ariadne with the standard DSR protocoland with a version of DSRwith all DSR optimiza-
tions not presentin Ariadne disabled. Resultsare basedon simulation over 60runs, and the error bars representthe 95% confidence

interval of the mean.

at ary pausetime. Ariadne delivers fewer paclets than DSR-
NoOpt at higher levels of mobility for two reasons. First, since
RouteDiscovery operatesnoreslowly, pacletsaremorelikely to
time out waiting for a ROUTE REPLY, andthe route containedin
a RouTE REPLY will have a shorterlifetime. Second,because
RouTE ERRORs cannotbe processedintil the TESLA key used
is disclosed additionaldatapaclets continueto be sentalongthe
broken routefor on averagehalf of the TESLA time intenal after
the ERROR is receved.

Surprisingly Ariadne outperformsDSR-NoOptat lower levels
of mobility. This improved performanceesultsfrom the average
half-secondlelay(onehalf the TESLA time interval) thatAriadne
introducesbetweenthe tamget receving a ROUTE REQUEST and
sendinga ROUTE REPLY. Specificallywhena REQUEST traverses
ashort-livedlink, DSR-NoOptmmediatelyreturnsthe REPLY, but
the new route can be usedfor only its brief lifetime, contribut-
ing additionaloverheadfor forwarding the REPLY andfor send-
ing andforwardingthe ERROR. In Ariadne,links aretestedwice:
oncewhenthe REQUEST traverseghe network, andoncewhenthe
REPLY is sentalongthe reversepath. If oneof theselinks breaks
betweertheseaeststheREPLY with thisrouteis notrecevedby the
initiator. It is this additionalrouteconfirmationthatallows Ariadne
to find morestableroutesthanDSR-NoOpt.

Figures2(b) and 2(c) shaw the paclet and byte overhead,re-
spectvely. Ariadne hasconsistentlylower paclet overheadthan
DSR-NoOptbecausériadnetendsto find morestableroutesthan
DSR-NoOptreducingthenumberf RouTE ERRORsthataresent.
Thisadwantagéas somavhatcounteredy theincreaseén numberof
RouTE ERRORs usedby Ariadne: sinceERROR processings de-

layed,moreredundanERRORS aresent.Unfortunately byte over-
headin Ariadneis significantlyworsethanin eitherDSR or DSR-
NoOpt, dueto the authenticatioroverheadin ROUTE REQUEST,
REPLY, andERROR paclets.

Figure2(d) shavs Path Optimality. In DSR,theaveragenumber
of hopsalonga route usedby a paclet is 0.6853hopsmorethan
theminimum possible pasedn the nominalwirelesstransmission
rangeof 250m perhop. In DSR-NoOptroutesusedareon average
0.2705hopslongerthanin DSR,andin Ariadne,routesusedaver-
age0.0044hopslongerthanin DSR-NoOpt.DSR-NoOptperforms
slightly betterthanAriadnebecausé initiatesmoreRouteDiscov-
eriesandthustendsto morequickly find shorterrouteswhenthey
becomeavailablethandoesAriadne.

Figures2(e)and2(f) shav theaverageand99.99thpercentilda-
teng for the protocols,respectiely. Becausef thereducechum-
berof brokenlinks thatgetusedin Ariadnerelativeto DSR-NoOpt,
Ariadnegenerallyhasbetterlateny thanDSR-NoOpt.

7.2. Security Analysis

In thissectionwe discusshow Ariadneresistsattackdy certainat-
taclker types,accordingto thetaxonomywe presenin Section5.1.

Intuitively, AriadneRouteDiscovery is successfulvhenatleast
oneof the REPLY sreturnedby thetargetis aworking route. Since
thetargetof a RouteDiscovery returnsaroutefor eachof its neigh-
bors,if thefirst REQUEST from a particularDiscovery to reachary
neighborof the tamgethaspassedhroughno maliciousnodes that
Discovery will succeed.

To moreformally characterizehe securityofferedby Ariadne,
we definea minimumbroadcastatencypathbetweera sourceand



adestinatiorto be ary paththatforwardsa RouteDiscovery most
quickly from the sourceto the destination. We call a route that
only consistsof uncompromisedodesan uncompomisedroute

Ariadne preventscompromisechodesfrom disturbinguncompro-
misedroutes.In particular Ariadneprovidestwo propertiesassum-
ing reliablebroadcast:

o If thereexists an uncompromisedeighborof a destination
suchthatthe minimum lateng pathbetweertheinitiator of
the Discovery andthat neighboris uncompromisedthenan
uncompromisedoutefrom theinitiator to the targetwill be
returnedn aROUTE REPLY.

o If atleastone REPLY returnedasa resultof the first prop-
ertyrepresentashortestoutefrom theinitiator to thetarget,
Ariadne may route paclets alongone suchuncompromised
route.

To arguefor the correctnessf the first property we notethatif
the minimum latengy pathbetweerthe initiator anda neighborof
thedestinatioris uncompromisedhenthefirst REQUEST to reach
that neighborcomesover an uncompromisedoute. Sinceit is the
first REQUEST, it will notbefilteredby duplicateREQUEST detec-
tion, soit will berebroadcastandheardby the target. Sincethe
targetreturnsa REPLY for eachREQUEST it receizes,without per
forming duplicatedetectiona REPLY will bereturned.Thesecond
propertytrivially followsfrom theuseof shortespathsandthefirst
property

Although it may not be possibleto achieve reliable broadcast
securelyor efficiently, we assumehat mostbroadcaspacletsare
receved,andhencethe propertiedistedabove generallyhold.

We now considerAriadneusingour taxonomyof attacksthatwe
presentn Section5.1. We list differentattacler configurationsn
increasingstrength,anddiscusshow Ariadneresiststheseattacks.
Ariadne resistsmary more attacks,but due to spaceconstraints,
only arepresentatie samplearediscussedhere.

SinceAriadne doesnot attemptto provide anorymousrouting,
passie attaclerscanearesdropon all routingtraffic sentby nodes
within rangeof thoseattaclers. They canalsoperformtraffic anal-
ysisonary pacletssentor forwardedby nodeswithin rangeof the
attaclers.

When replay protectionand a global MAC key are used,an
Active-0O-xattacler (for x > 1) canat mostperformwormholeand
rushingattacks.Paclet leashesanpreventtheseattackg21].

An Active-1-1attacler mayattemptthe following attacks:

e Createa gray hole or black hole by remarving nodesin a
ROUTE REQUEST; however, the perhop hashmechanism
in each REQUEST prevents such tampering. An attacler
may fabricatenodesto insertin the accumulatedoute list
of a REQUEST paclet, suchfabricatechodeswould nothave
known keys atthe source andthe REpLY would thusnotbe
authenticated If the attacler triesto replacethe MAC and
keys in thereply, suchtamperingwill be detectechsaresult
of thetarget MAC field in the REPLY.

e Creataoutingloops.Intuitively, theuseof sourceroutespre-
ventsloops, sincea paclet passingthroughonly legitimate
nodeswill notbeforwardedinto aloop. An attacler cancre-
atea routing loop by modifying the sourceroute eachtime
aroundthe loop; this behaior, howvever, is no worsethanif
the attacler wereto sourcepacletswith periodequalto the
propagatiortime aroundtheloop.

e Flood network with mary ROUTE REQUESTS. Sincethe
source addressof each REQUEST is authenticated,and
sinceeachnewv RouteDiscovery needsto carry a new one-
way Route Discovery chain value, the compromisednode

canonly produceRoUTE REQUESTS with its own source
address. An upperbound on the sendingrate can be en-
forced either by rate limiting of REQUESTs at eachnode
or synchronizingRouteDiscovery chainelementswith time
(Section6.6).

e Perform a rushing attack (Section5.2). Rushing attacks
canbe probabilisticallypreventedby slightly modifying the
RouteDiscovery protocol[22].

Multiple attaclersthathave compromisednenode(Active-1-x,
for x > 1) may attemptto constructa wormhole,but appendthe
addressandkey of the compromisechodein eachREQUEST for-
wardedacrosghis wormhole.Paclet leasheslonecannotprevent
this attack,but paclet leashesandGPScanbe usedin conjunction
to ensurethatan Active-1-xwormholeattackcanbe no worsethan
an Active-1-1attacler positionedcorrectly In particular if each
nodeforwardinga ROUTE REQUEST includesits allegedGPSco-
ordinatesin that REQUEST, thena nodecandetectif it shouldbe
reachable€rom the previous hop, andif the hop beforethe previ-
oushop shouldbe ableto reachthe previous hop. If both of these
checkssucceedthenthe attacler could have placedthe compro-
misednodeat the positionit specifiedin the paclet, andthatnode
would have beenableto hearthe original REQUEST, appendits
addressandforwardit to thenext hop.

Multiple attaclersthatknow all the keys of multiple nodes(an
Active-y-x attacler configurationwherel < y < z) may perform
thefollowing attacks:

e Lengthertheroutein the REQUEST by addingothercompro-
misednodesto theroute. If the sourcefindsa shorterroute,
it will likely preferthatroute, sothe protocolbehaesasif
theattacler werenotthere.

e Attemptto forcetheinitiator to repeatedlynitiate RouteDis-
coveries. Supposean Active-y-x attacler had the keys of
multiplecompromisechodesandthatonesuchattaclerwere
ontheshortespathfrom thesourceto thedestinationWhen
theattaclerrecevesits first ROUTE REQUEST pacletaspart
of someDiscovery, it addsits addressand MAC, as nor
mal, but also addsthe addresf anothemodeit hascom-
promised. Whendatapaclets are sentalongthatroute, the
attaclerreplieswith a ROUTE ERROR fromits first hopto its
secondhop. In subsequenRouteDiscoveries,the attacler
canusedifferentaddressefor the additionaladdress Since
otherroutesmay have beenreturnedaspartof ary of these
Route Discoveries, this attackis not guaranteedo be suc-
cessful.

To prevent suchstanation, the initiator may includedatain
the ROUTE REQUEST. To be part of the path, the attacler
mustforwardroutingmessagesotheinitiator cansenddata
to the target. If the attacler altersthe datain the ROUTE
REQUEST, the destinationwill detectthe alteration(using
thesharedkey anda MAC onthedata)andrejectthatroute.

A setof attaclersthat control a vertex cut of the network (an
Active-VC attacler) may performthefollowing additionalattacks:

e Make nodeson one side of the vertex cut believe that arny
nodeon the other side is attemptingto flood the network.
By holding and not propagatingROUTE REQUESTS from a
certainnodefor sometime, theninitiating mary RouteDis-
coverieswith the chainvaluesfrom the old Discoveries,an
Active-VC attacler canmalke that nodeappearto be flood-
ing the network. When the use of individual elementsof
a RouteDiscovery chainaretime-synchronizedthis attack
simply causeshe REQUESTs associatedvith the stalechain
elementdo bediscarded.



e Only forwardROUTE REQUEST andROUTE REPLY paclets.
A sendeiis thenunableto successfullydeliver paclets. This
attackis only mamginally differentfrom not participatingin
theprotocolatall, differing only in thatthe senderandsome
intermediatenodescontinueto spendpower to sendpaclets,
but noneof thosepacletsaresuccessfullyeceved.

8. RELATED WORK

Severalresearchersave proposedgecuraoutingprotocols.For ex-
ample,Perlman[42] proposedloodingNPBR anon-demangro-
tocol designedor wired networks thatfloodseachpaclet through
thenetwork. FloodingNPBR allocatesa fraction of the bandwidth
along eachlink to eachnode, and usesdigital signaturesto au-
thenticateall paclets. Unfortunately this protocolhashigh over-
headin termsof the computationaftesourcemecessaryor digital

signatureverificationandin termsof its bandwidthrequirements.

Furthermoregstimatingandguaranteeingvailablebandwidthin a
wirelessenvironmentis difficult [31].

Other wired network protocolshave securedperiodic routing
protocolswith asymmetriccryptography suchasKent et al [30],
Perimanslink-stateNPBR Kumars securdink-stateprotocol[34],
andSmithetal [50, 51]. However, nodesin anadhocnetwork may
not have sufficient resourcego verify anasymmetricsignature;in
particular anattacler cantrivially flood avictim with pacletscon-
taininginvalid signaturesbut verificationcanbe prohibitively ex-
pensve for the victim. In addition, theseprotocolsmay suffer in
somescenariobecauseriodicprotocolsmay notbeableto cope
with high ratesof mobility in anad hoc network. Kumaralsodis-
cusseghreatsto both distance-ectorprotocolsandlink-statepro-
tocols,anddescribesechniquedor securinglistance-ectorproto-
cols. However, thesetechniquesarevulnerableto the compromise
of asinglenode.

Zhou andHaas[58], Zapata[56], and Dahill et al [13] propose
the useof asymmetriccryptographyto secureon-demandad hoc
network routing protocols. However, asabove, whenthe nodesin
an ad hoc network are generallyunableto verify asymmetricsig-
naturegquickly enoughorwhennetwork bandwidthis insuficient,
theseprotocolsmaynotbesuitable.

Cheung [9], Hauser et al [16], and Zhang [57] describe
symmetriekey approachego the authenticatiorof link-state up-
dates,but they do not discussmechanismgor detectingthe sta-
tus of theselinks. In wired networks, a commontechniquefor
authenticatingHELLO pacletsis to verify that the the incoming
network interfaceis the expectedinterfaceandthatthe IP TTL of
the paclet is 255. In a wirelessad hoc network, this technique
cannotbe used. Furthermore theseprotocolsassumehe use of
periodicrouting protocols,which arenot alwayssuitablein adhoc
networks. Cheung[9] usescryptographicmechanismsimilar to
thoseusedin Ariadnewith TESLA, but optimistically integrates
routingdatabeforeit is authenticatedad\erselyaffecting security

A number of other researcherdave also proposedthe use
of symmetricschemedor authenticatingouting control paclets.
Heffernan[17] proposesa mechanisnrequiring sharedkeys be-
tween all communicatingrouters. This schememay not scale
to large ad hoc networks, and may be vulnerableto single-node
compromise. Perrig et al [45] use symmetric primitives to se-
cure routing betweennodesand a trustedbasestation. Basagni
etal [2] usea network-wide symmetrickey to secureoutingcom-
munication,which is vulnerableto a singlenodecompromiseal-
thoughthey specifythe useof securehardwareto limit the dam-
agethatcanbe doneby a compromisedode. Papadimitratosand
Haas[40] presentwork that securesagainstnon-colludingadwer

saries,and they do not authenticateantermediatenodesthat for-
ward ROUTE REQUESTS, and thus do not handleauthorization.
Yi et al [55] discussauthorizationissues. Our previous work,
SEAD [20], useshashchainsto authenticatgouting updatessent
by a distance-ector protocol; howvever, that approachbuilds on a
periodicprotocol,andsuchprotocolstendto have higheroverhead
thanon-demangbrotocolsandmaynotbesuitablein highly mobile
networks.

Routing protocolintrusiondetectionhasalsobeenstudiedasa
mechanisnfor detectingmisbehaing routers[6, 10, 36].

9. CONCLUSIONS

This paperhaspresentedhe designand evaluationof Ariadne,a
new adhocnetwork routing protocolthat providessecurityagainst
one compromisednode and arbitrary active attaclers, and relies
only on efficient symmetriccryptography Ariadne operateson-
demand,dynamically discovering routesbetweennodesonly as
neededthe designis basedn the basicoperationof the DSR pro-
tocol. Ratherthangenerouslyapplyingcryptographyto an exist-
ing protocolto achieve security however, we carefullyre-designed
eachprotocol messageand its processing. The security mecha-
nismswe designedare highly efficient and general,so that they
shouldbeapplicableto securingawide varietyof routingprotocols.
Becauseve did not securehe optimizationsof DSRin Ariadne,
theresultingprotocolis lessefficientthanthe highly optimizedver-
sion of DSRthatrunsin atrustedervironment. However, we also
comparedAriadneto a versionof DSRin which we disabledall
protocoloptimizationsnot presenin Ariadne,allowing usto eval-
uateand analyzethe effect of the optimizationsand the security
separatelyThe byte overheadof Ariadnewas26.19%higherthan
for unoptimizedDSR, due to the overheadof the authentication
informationin Ariadnes routing paclets. As explainedin our re-
sults, however, Ariadne actually performsbetter on somemetrics
(e.g.,41.7%lower paclet overhead)than for unoptimizedDSR,
andaboutthe sameon all othermetrics,eventhoughAriadnemust
beartheaddedcostsfor securitynot presenin unoptimizedDSR.
Wefoundthatsource-routindacilitatessecuringadhocnetwork
routing protocols.Sourcerouting empaversthe sendetto circum-
vent potentially malicious nodes, and enablesthe senderto au-
thenticateevery nodein a ROUTE REPLY. Suchfine-grainedpath
controlis absentin mostdistance-ectorrouting protocols,which
makessuchprotocolsmorechallengingto fully secure.
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