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Abstract- In this paper, we proposea new protocol for ef-
ficiently managinglarge ad hoc networks, i.e., networks in
which all nodescanbe mobile. We obsewethat, sincenodes
in suchnetworks are not necessarilyequalin that they may
have differ ent resources,not all of them should be involved
in basic network operations such as packet forwarding,
flooding, etc. In the proposedprotocol,a small subsetof the
network nodesis selectecdbasedon their statusand they are
organizedto form a backbone (whencethe name“backbone
protocol” or simply B-protocol to our proposedsolution).
The B-protocol operatesin two phases:first the “most suit-
able” nodesare selectedto serve asbackbonenodes,then
the selectednodesare link ed to form a backbonewhich is
guaranteedto be connectedif the original network is. The
effectivenessof the B-protocol in constructing and main-
taining in faceof nodemobility and node/link failur ea con-
nectedbackbonethat usesonly a smallfraction of the nodes
and of the links of the original networks is demonstrated
via simulation. The obtained resultsshow that both the se-
lected backbone nodesand the links betweenthem in the
backboneare considerably smaller than the nodesand the
links in the flat network.

I. INTRODUCTION

Networks comprisedof wirelessnodesall of which can be
mobile—oftentermedad hoc networks—have recentlygained
increasingpopularity The useof ad hoc networking technol-
ogy is now shifting from thetactical/militaryscenariqwidely
deployedfor overthreedecadeso all thosesituationgn which
awired infrastructurds notviable.

Recentadwvancesn processorsmemoryandradio technol-
ogy have enabledad hoc networks with potentiallyvery large
numberof small, lightweight, andlow-costnodes. A typical
applicationfor this “larger” kind of ad hoc networks concerns
distributedmicrosensing Eachnodeof the network is capable

of monitoringa given surroundingarea(sensing)andcoordi-
natingwith the othernodesin the wirelessnetwork to achieve
a larger sensingtask. Thesead hoc sensornetworksare an
emepging technologyof currentinterest.

Problemsin ad hoc networking rangefrom the definition
of new routing protocolsto techniquedor Quality of Service
provisioning,enegy conseration,andprivacy andsecurityis-
sues. The main differencewith respecto solutionsproposed
for wired networking andcellularwirelessnetworks is thatin
the ad hoc scenarioall the nodescanbe mobile, andthusno
fixed infrastructurecanbe taken into account. With this fun-
damentathallengen mind, severaldistributedprotocolshave
beenproposedor ad hoc networks, which include solutions
for multipoint communicationsuchas routing [1], multicast
[2] andbroadcasi3, 4]), node/resourceiscovery [5], andso
on. Mary of theseprotocolsrely on basicnetwork services
suchasflooding (e.g.,for route discovery) resourceocation,
usertrackingand geographianessagindghat, being network-
wide,inducesignificantbandwidthandenegy overheadvhich
areoftenunbearableln orderto implementtheseservicesef-
ficiently, scalableprotocolsare neededthat meetthe critical
requirement®f ad hoc networks, namely adaptvenesgo the
mobility of a potentiallyvery big numberof nodes.andmini-
mizing thebandwidthandenegy overheachssociatedvith the
transmissiorof network information.

Themainobstaclao therealizationof suchprotocolsis due
to the fact that existing solutionsconsidereachnode of the
network equally suitablefor ary task. This imposesa “flat”
vision of the network, wherenodeghatareconsidereagqually
endaved are willing to forward paclets for ary other node,
independentlyof the currentlocal statusof the nodes(traf-
fic congestion batterylife, memoryoverflow, etc.). In this
framawork, every nodeand every inter-nodelink are equally
involvedin theexecutionof adistributedtask.

In this paper we definea new protocolfor the management



of critical network operationin supportof basicnetwork ser
vicesprotocols. Our solutionis basedon the obsenation that
anefficientmanagementf network resourceganbeobtained
by deploying only a subsetof the network nodes. In particu-
lar, thosenodeswhoselocal statusallows themto guarantee
reliablecommunicatiors) amongthemseles,andb) with ary
other node, will be selectedto form a network dynamically
superimposeaver the flat network. Our proposedadbone
protocol calledB-protocol setsup andmaintainsa connected
network (the badkboneor simply the B-networK) in face of
nodemobility andnode/linkfailures. The B-network canthen
be usedto corvey at eachnodecritical andtime-sensitie net-
work managemenhformationfrom all overthe network, with
minor overheadandin atimely manner For instancetheloca-
tion of anodeor a specificresource/usecould be determined
with a simple query broadcasteaver the B-network. Route
discovery, and multipoint communicationprotocolscould be
easilyimplementedn asimilar way.

The proposedB-protocol comprisestwo major tasks. 1)
B-nodesselection to selectthe backbonenodes(B-nodes.
Thesenodesarein chageto “serve” all the othernonselected
nodes(we term thesenodesF-nodes,i.e., nodesthat belong
to the flat network andnot to the B-network). 2) B-links es-
tablishmentwherebackbondinks (B-links i.e., links among
the B-nodes)areestablishedothattheresultingB-network is
alwaysconnected.

Thetaskof selectingthe B-nodeis performedat eachnode
basednanodesown weight i.e.,arealnumber> 0 thateach
nodeconstantlycomputedasednwhatis mostcritical to that
nodefor the specificnetwork application(e.g.,nodemaobility,
its remainingbatterylife, andits connectivitydegree i.e., the
numberof its neighbors) Thehighestheweightof anode the
moresuitablethatnodeis for beinga B-node. Oncea nodeb
determinests role asa B-node, all its neighborsbecomethe
F-nodessened by b. B-nodesselectionwill be adaptive to
nodemobility, andin generalto changesn its local status(as
expressedy the nodes weight). B-links establishmendeter
minestheinter-B-nodedinks to be establishedh orderfor the
network to be connected.

The B-nodesselectionprotocoldoesnotimposeary limita-
tion on the numberof neighborsthat eachB-nodecansene.
For densenetworks, i.e., network in which eachnodehasa
largenumberof neighborsthis canleadto nonnggligible man-
agemenbverheadjncreasedielays,decreasetbcal through-
put,andothersimilarproblems.Thereforewe proposeamod-
ification of the B-protocol by imposinga realistic limitation
on the numberk < n of F-nodegthateachB-nodecansene
(n is the numberof the nodesin the network). This solution
canbe usefulwhen,dueto technicalrestrictionsor efficiency
considerationsit is betterfor a B-nodenot to be overchaged
with servingtoo mary F-nodes.This is the case for instance,
of the Bluetoothtechnology[6], whereit is bestfor eachmas-
ter to sene at mosta fixed numberof slaves(this numberis 7
accordingto the currentBluetoothspecifications).

We demonstratethe effectiveness of the proposed B-
protocolandof its describednodificationthroughsimulations
in networkswith up to 1000 nodes.We obsene thatthe num-
ber of B-nodesin the B-network is considerablysmallerthan
thetotal number n, of nodesin the network (it is at most15%
of n) andthat, independentlyon how the B-links areimple-
mentedthenumberof the B-links is justafractionof thenum-
ber of the links in the flat network. Whenlimitations areim-
posednthenumberof theF-nodeghateachB-nodecansene
we obtainsimilar results.

As afinal note,we mentionthatthereexist solutionsin the
ad hoc networks literatureto connecta numberof selected
nodesto form a backbone.Thesesolutionsare mainly based
ontheconcepf “spine; whichis aconnectedtructuremade
up of nodesthat are neighborsin the flat network (for details
andfurtherreferencessee[7]). Suchstructuresaredifficult to
maintainin faceof mobility and/ornode/link failures;to the
bestof our knowledge, no investication hasbeenmadethat
demonstratethatthe numberof “spine-nodes’is consistently
smallerthanthe total numberof nodesin the network, espe-
cially whenthe numberof nodess large.

The rest of the paperis organizedas follows. Sectionll
describeghe B-protocol. The sectionterminateswith the list
of propertieghataresatisfiedby our protocol. Thefollowing
Sectionlll demonstrateshe effectivenessof our protocolin
building a backboneof a small fraction of the nodesand of
thelinks of the flat network. Simulationresultsare presented
both for the casein which eachB-nodecanseneary &k < n
F-nodes,andfor the casein which & is insteadboundedby
a constant(we considertwo casesfor £ < 3 andk < 7).
SectionlV concludeghepaper

Il. B-PROTOCOL DESCRIPTION

In this sectionwe describethe protocol that implementsthe
B-nodesselectionandthe correspondindB-link establishment
thatdynamicallymaintainthe B-network on top of theflat net-
work. For detailsandthe pseudo-codef the protocolproce-
durethereaderis referredto [8].

A. B-nodesselection

The protocol for the selectionof the B-nodesis executedat
eachnodein suchaway thatjustby knowing its own identifier
(ID) andweight, aswell asthe IDs, the weightsandtherole
(either B-node or F-node)of the one-hopneighbors,a node
decidesautonomoushyif it is going to be a B-nodeor an F-
node.

In thefollowing, let usillustratetheprotocoloperationsvith
anexample(seeFigurel where for thesale of discussionywe
have identifiednodeswith their weights).

As soonasanodestartsits operationit executesaroutineto
identify thethe neighborsandtheir weights,andconsequently
decidesdf it is goingto beaB-nodeor anF-node.Specifically
a nodeis going to be a B-nodeif it hasthe highestweight
amongall its neighbors(that are not sened by anotherB-
node).Thus,nodes8, 10 and12 in thenetwork depictedn Fig-



urel (left) will declarethemselesasB-nodeshy broadcasting
a correspondingnessage On receving this messagenode6
immediatelydecidesto be sened by node 8, while nodes2
and3 needto wait for amessagdérom node9 whoseweightis
biggerthan8. Node9, however, having recevedfrom B-node
10 thatit is going to be part of the backbone decidesto be
senedby 10. Thesamehappendo node7 which hasreceved
amessagérom B-node12. Now, nodes2 and3 have receved
the messagestatingthatnode9 will be senedby B-node10,
thereforethey decideto be senedby B-nodes8.

2 2

Figure 1. A flat network (left) and the correspondingB-
network (right). The squarednodesare the B-nodes. The
“thicker” links arethe B-links.

An importantpart of the B-nodeselectionprotocolhasto do
with the choiceof the weights,dealingwith their variationin
time, and copingwith nodemobility. Thesetaskshave been
introducedanddiscussedh [9, 10, 11], andthe corresponding
techniquesapply to the B-nodesselectionprocessn a com-
pletely similarway.

B. B-linksestablishment

Given the B-nodesas selectedthroughthe applicationof B-
nodesselectionherewe definetherulesfor connectinghemin
suchaway thatif the (flat) network is connectedtheresulting
B-network is connectedaswell.

Theserulesarestatedby thefollowing theoremfirst proven
in[12].

Theorem1 Givena setB of networknodessud that no two
ofthemareneighbosandeveryothernodehasalink to a node
in B, thena connectedadkboneis guaranteedo ariseif eath
nodein B establishedinks to all othernodesin B thatare at
mostthreehopsaway Moreover, thesdinks are all neededor
the deterministioguaranteein theworst case in the sensehat
if any of themis left out thenit is not true anymoe that the
arising badkboneis connectedor anyunderlyingflat network.

We notice that a B-node doesnot needto know neitherthe
identity nor the numberof B-nodesat mostthreehopsaway:.
In orderto guaranteghatthe messagevill reachtheintended
destinationthroughthe backbonea B-nodehasonly to make
surethatamessagesentontheB-network will reachthreehops
away. Thisimpliesthatthe B-nodesconnectiorprotocolis not
only adaptve to mobility, but also extremely bandwidthand
enepy efficient, sincethereis no needto keepat eachnode
ary informationregardingthe B-nodesthreehopsaway. The

applicationof this rule to the simplenetwork of Figurel (left)
produceghebackbonealepictedn Figurel (right).

C. Propertiesof the B-protocol

We concludethe descriptionof the B-protocolby listing some
of its uniqueproperties.

1. To run B-nodesselectionlocally, eachnodein the (flat)
network needsto know only its onehop neighbors.This
is the minimum amountof information possibleneeded
for theselectionto producethe setof the B-nodeswhich
inducesthe minimum possibleoverhead.

2. B-links establishmenits run ateachB-nodeonly, with no
knowledgeof eithertheidentity or the numberof the sur
roundingB-nodes.A B-nodeneedsonly to sendpaclets
to all and only other B-nodesat most three hops awvay.
Again, this inducesthe minimum possibleoverhead.

3. Every B-nodesenesa numberof F-nodeseachof which
is at mostone hop away from the B-node. The weight-
basedB-nodesselectiorprotocolguaranteethatall theF-
nodesaresenedby oneneighboringB-node. This “cov-
ering” guaranteesimely and cost-efective communica-
tion to/from an F-nodefrom/to the servingB-node.

N

. No two B-nodesareneighborgin the flat network). This
guaranteesa well-scatteredset of B-nodeswhich can
coverall theremainingnodes.

5. B-nodesselectionis basedn the nodecurrentstatugex-
pressedy a nodes weight)thatmayvary in time, rather
theninvariantdike anodesuniqueidentifier Thisalways
guaranteedhat the “best” nodesin the network sene as
B-nodes.

6. TheB-networkis alwaysconnectedprovidedthattheun-
derlyingflat network is connected).This guaranteeshat
whatis reachablevia the flat network is alsomoreeffec-
tively reachablevia the B-network.

7. Oursolutiontakesinto accountifferenttechnologiesand
mechanismshat canbe usedto link the B-nodesamong
themselesto form the B-network. Thus,whennodesen-
abledwith power control are deployed, or in the casea
nodecanuseboth omni anddirectionalantennasour so-
lution adaptdo thefactthattwo B-nodescantalk directly
to eachother Whenthis is not possible,we extendthe
original protocolto mapthe “virtual” links amongthe B-
nodesover at mostthreephysical links thatinvolve also
F-nodes.

I1l. SIMULATIONS RESULTS

We have simulatedthe B-protocolto demonstratés effective-
nessin building a B-network madeup of someof the “best”
nodesof the flat network (here“best” is accordingto the cri-
teria definedin the previous sections). The resultsshav that



not only the the numberof B-nodesis just a smallfraction of
the numbern of the network nodes,but alsothat the number
of B-links is very smallaswell.

We useda simulatorof anad hoc network, implementedn
C++! Then = 100,200,...,1000 nodesof the ad hoc net-
work canfreely move aroundin arectangularegion (modeled
asagrid) accordingto the following mobility model. (To ease
themodeling thenodemovementsarediscretizedo grid units
with a grid unit = 1 meter) Eachtime it moves,a nodede-
terminesits directionrandomly by choosingbetweenits cur-
rentdirection(with 75% probability)anduniformly amongall
otherdirections(with 25% probability). The nodethenmoves
in the choserdirectionaccordingto its currentspeed Whena
nodehits a grid boundaryit bouncedackinto the region with
anangledeterminecdy theincomingdirection.

Thefixed transmissiorrangeof eachnode(250m) andthe
grid sides(in metershave beenchoserto obtaingoodnetwork
connectvity. Independentlpf thenumberof nodesmorethan
98% of thetime, after network topologychangesthe network
was connected.Eachlink is modeledby a FCFSqueuewith
servicetime asthepaclettransmissioime characterizety a
bandwidthof 1 Mbps.

Eachprotocolpaclket containgthetime-stampednodeiden-
tified weightof the sendingnode.All pacletsareintendedfor
the one-hopneighborsonly (i.e., no paclet is forwardedfur-
ther).

Themeasurefsvestigatedconcern:

e Thefraction (%) of B-nodesthatform the backbonejn the
three caseswhen a B-node hasno limitation on the number
k < n of F-nodeghatit cansene (“unbounded”), andwhen
insteadk < 3 andk < 7. The first boundfor & hasbeen
chosersincewe obsenedthat,on averagethe network degree
(maximumnumberof neighbordor eachnode)lies betweerb

and7, andthuswe wantedto investigatethe casein whichthe
restrictionreallyimposesalimitation onthe B-nodesselection
protocol.(Whenwe have to selectt among> & neighborsye

choosehosewith the smallerweight.)

In Figure2 we shaw thefractionof the B-nodesinvolvedin
the B-network asthe percentagevith respecto the numbern
of the nodesin the flat network. In the unboundedtase,only
at most15% of the network nodesare selectedo sene asB-
nodes.Theweight-basedB-nodesselectionprocessescribed
in the previous sectionguaranteeshat thesearethe bestsuit-
ablenodesfor this role. Basicallythe sameresultis obtained
whenimposingat most7 F-nodesper B-node(the “Bluetooth
restriction”). As expectedthingschangesvhenk < 3. Since
eachnodehas,on average a numberof neighborghatranges
betweerb and7, the protocolis forcedto selectonly 3 nodes
(basedon their weight), resultingin a greaternumberof B-
nodes. The numberof B-nodesis however not bigger than
twice the numberof B-nodesn theunboundecaase.

1 Currently our studyis limited to network-layerdetails,thusno link- or
physical-layeraremodeled.
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Figure2: Numberof B-nodes(% with respecto the number
of thenetwork nodes).

e Thefraction (%) of backbondinks, in the threecasesnen-
tioned above, when a direct link betweenB-nodesat most
three-hopsway canbeestablishedavithoutinvolving interme-
diateF-nodeqthedirectlink couldbeimplementedising,for
instancepower control,or adirectionalantenna).

As depictedn Figure3, thenumberof B-links is nevermore
than15% of the numberof thelinks in theflat network. This
holdsevenin the casein which a B-nodecan sene no more
than3 F-nodegcasek < 4 in the picture),in which a higher
numberof B-links is expected.lt is interestingto obsere that
whenk is unboundedpr strictly boundedby 8, the largeris
the network (in termsof numberof nodes)the smalleris the
fractionof B-links (whenn > 500 they arelessthan5% of the
links of theflat network).
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Figure3: Numberof B-links (%) whenaphysicallink between
ary two B-nodescanbe establishedlirectly.

e Thefraction (%) of backbondinks, in the threecasesnen-
tioned above, when a direct link betweenB-nodesat most
three-hopsaway cannotbe established.In this casewe have



implementedhe virtual link amongtwo B-nodesby a corre-
spondingphysical pathwith at mostthreelinks.

Figure4 shaws thatthe numberof the B-links is never more
than25% of the numberof the links in the flat network. The
increasewith respecto case2 is justified by the factthatnow
every link betweenwo B-nodesis mappedonto eithertwo or
threephysicallinks, thatareconsidere®-links. However, the
fraction of the B-links is still considerablysmallerthan the
numberof thelink in theflat network. As in the previouscase,
we noticethatwhenk in unboundedaindk < 8, for networks
with larger numberof nodes(500 and up), the numberof B-
links is lessthan5% of thenumberof links in theflat network.
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Figure4: Numberof B-links (%) whenalink betweerB-nodes
is implementedy a physical pathwith at mostthreehops.

All the simulationsrun for a time long enoughto achiere a
confidencdevel of 95% with a precisionwithin 5%.

IV. CONCLUSIONS

This paperpresentedhe B-protocol for ad hoc networks, a
novel scalableprotocolwhich, by constructingand maintain-
ing a backbone(B-network) madeup of selectednodesand
links of an ad hoc networks, can be usedto efficiently im-

plementetwork managementperationsandseveralotherap-
plications(routing, usertracking,geocastingetc.). The main
strengthof the B-protocol stemsfrom the factthat, by gener

atingthe minimum possibleoverheador the constructiorand
maintenancef the B-network, it always selectsthe B-nodes
thatarebestsuitedto carry network managemennformation,
without affecting the performancef lessendaved nodes.We

have obsened, throughthe useof extensive simulationson ad

hoc networks with up to 1000 nodes,that the numberof B-

nodesandB-links is justasmallfractionof thetotal nodesand
links in the flat network, respectrely. This demonstratethat,

beyond being an excellentsolutionfor dealingwith mobility

andnode/linkfailures,the B-protocolis the ideal solutionfor

very largeadhocnetworks.
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