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Abstract—Distributed generators (DGs) have been developing
rapidly in power systems. Motivated by their intrinsic distributed
nature, distributed cooperative control based upon local commu-
nication recently emerge as a preferred strategy. For instance,
a cooperative power control strategy can regulate the active
power from a cluster of DGs at a certain ratio of its maximal
available power according to a dispatch command. However, such
a networked control system is susceptible to both communication
failure and cyber-attack, e.g., denial-of-service attack and decep-
tive attack. To address this potential problem, an attack-resilient
cooperative control strategy is proposed in this paper. With a
properly designed observation network, each DG can monitor
the behaviors of all its in-neighbors, and gradually isolate the
misbehaving DGs (when present) from the network as long as
they do not collude with each other. Consequently, even certain
DGs misbehave, the rest of them can together accomplish the
control objective provided that the remaining communication
network is still connected. Simulations of the IEEE standard
34-bus test feeder demonstrate effectiveness of the proposed
strategy.

Index Terms—Cyber-attack, distribution network, networked
control system, attack-resilient cooperative control, virtual
power plant.

I. INTRODUCTION

IN THE past decade, due to the increasing cost of fos-
sil fuels and environmental problems, the focus of power

industry has gradually shifted from synchronous generators to
power converter based distributed generators (DGs) [1]. DGs,
most of which are connected to the distribution networks, can
reduce power transmission loss and maintain power supply to
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communities even in emergency conditions by operating the
microgrid in an islanded mode [2]. However, since DGs are
generally small-scale resources [3], several of them should be
clustered in the distribution network to accumulate enough
capacity. This challenges the conventional centralized con-
trol scheme, which requires each DG to communicate with
a central controller directly. This centralized scheme, although
enjoys the advantage of simplicity in design and can achieve
complicated control objectives, is not suitable for geograph-
ically dispersed DGs and real-time control since it requires
a high bandwidth of communication and is not plug-and-play
for DGs [4].

Motivated by the intrinsic distributed nature of DGs, net-
worked control system (NCS) based distributed cooperative
control scheme, which only requires local communications
among geographic neighbors to fulfill certain goals, is more
preferred in the control of multiple DGs due to its advan-
tages including low operating cost, less system requirement,
robustness to communication interruption, and flexible scala-
bility. For these reasons, relevant work has extensively been
done in the past five years. To name a few, cooperative con-
trol is applied to the design of a virtual power plant (VPP) [5],
which is composed of multiple photovoltaic systems in a radial
distribution network. The active power flow across a certain
line and voltage of a critical bus are regulated to preferred
values, while the active power/reactive power of each pho-
tovoltaic system reaches a consensus utilization ratio of its
maximal available active/reactive power. The authors in [6]
propose a distributed economic dispatch method to adjust the
power generation of each DG by collectively estimating the
mismatch between power generation and consumption.

Despite the aforementioned advantages, cyber-physical
security issue has always been a major concern of distributed
decision-making. Due to the lack of a central authority and
relatively low security level, an NCS is more susceptible to
cyber-attacks than its centralized counterpart. Also, because
of the collaborative nature of state update, a simple cyber-
attack on a certain agent (refers to DG in this study) can
make the NCS deviate from the optimal solution or even
unstable [7], [8]. Generally, there are two ways to increase
cyber-physical security of an NCS. One way focuses on
encryption and protection of data [9], while another way is to
design algorithm that is resilient to cyber-attack and communi-
cation failure. However, the latter has not yet received enough
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attention in application to smart grid. To the best of our knowl-
edge, only [10] proposes a distributed reactive power control
strategy that is resilient to packet loss.

Actually, security of NCS based on cooperative control [11]
has always been a hot issue in the control systems society. For
example, the authors in [12] present a receding-horizon control
law, which is resilient to replay attacks (the classification of
cyber-attacks will be introduced in Section III). Reference [13]
proposes an adversarial robust consensus protocol, based on
which convergence of the NCS can be guaranteed whenever
the number of adversaries is bounded by a number. A resilient
distributed control is proposed in [14], which first suspects
potential misbehaving agents and then gradually isolates them
from the communication network.

In this paper, an advanced cooperative control strategy of
VPP is proposed, which can achieve the objective in [5] and
is resilient to various kinds of non-colluding cyber-attacks and
possible communication failures. Within this strategy, each DG
controller has an estimate of the lower and upper bounds of
the states of its in-neighbors through some observation com-
munication links. If the state value received from a certain
in-neighbor continuously falls out of the feasible range, that
in-neighbor should be gradually isolated from the communica-
tion network. Different from the method in [14], this method
does not require each DG to estimate the exact state values of
its in-neighbors, thus the weights locally stored in each DG are
not required to be shared with others, which relieves the bur-
den on communication and preserves information privacy to
some extent. The main contributions of the paper are as fol-
lows: 1) since the frequently used communication protocols
are packet based (e.g., TCP/IP) [15], the continuous-time ver-
sion of the cooperative control strategy in [5] is reformulated
into a discrete-time version, and a strict proof for convergence
is also included; 2) it is demonstrated that when the controllers
of certain DGs are compromised, e.g., under a replay attack,
consensus in utilization ratios of the DGs can be violated,
resulting in unfair split of the profit among the DG own-
ers, and a narrower adjustable range of the aggregated VPP
power; 3) with the attack-resilient control, the negative effects
of the cyber-attacks can be confined to the misbehaving DGs,
and all the rest of DGs can still accomplish the objective on
condition that the remaining communication network is still
connected.

The rest of the paper is organized as follows. Section II
presents some preliminary knowledge on graph theory.
Section III derives a discrete-time cooperative control strat-
egy of VPP. Section IV studies the possible cyber-attacks on
the control strategy, which justifies the significance of the
research. The design of attack-resilient cooperative control of
VPP is introduced in Section V and some discussions are also
included. Simulation results and conclusions are presented in
Sections VI and VII, respectively.

II. PRELIMINARIES ON GRAPH THEORY

The communication network G that enables cooperative
control is described by a triplet (V, E, A), where V =
{0, 1, . . . , n} is the index set of agents, E ⊆ V × V is the set

Fig. 1. Diagram of the cooperative control of DGs. Solid arrow denotes
communication within the cyber layer and dash arrow denotes communication
between the physical and cyber layers.

of communication links, and A ∈ R(n+1)×(n+1) is the weighted
adjacency matrix of the graph. Pair (i, j) ∈ E implies agent j
can send information to i. Trivially, a self-loop always exists
for every agent, i.e., (i, i) ∈ E. The set of in-neighbors of
agent i is defined as Nin

i = { j ∈ V|(i, j) ∈ E}, while the set
of its out-neighbors is Nout

i = { j ∈ V|( j, i) ∈ E}. |·| denotes
cardinality of the corresponding set. A path from agent i to j is
a sequence of successive links {( j, k1), (k1, k2), . . . , (kl, i)} in
E that connects agent i to j. Graph G has a globally reachable
node or a spanning tree if there exists an agent from which
there is a path to every other agent. Such kind of graph is
connected, in which the globally reachable agent is the leader,
while the rest of agents are the followers. A matrix is row-
stochastic if it is non-negative and each of its row sums up
to 1. The weighted adjacency matrix A is defined as

[A]ij =
⎧
⎨

⎩

aij > 0 if (i, j) ∈ E and i �= j
1 −∑

j∈Nin
i

aij > 0 if i = j

0 otherwise
,

thus it is row-stochastic. Generally, the weights aij can be
chosen freely by the designer according to the connectivity
but to satisfy the following assumption.

Assumption 1: The nonzero entries of A are all uniformly
lower and upper bounded as η ≤ aij ≤ 1 for all j ∈ Nin

i , where
0 < η ≤ min

i
{1/Nin

i }.

III. DISCRETE-TIME COOPERATIVE CONTROL

OF VPP WITHOUT MISBEHAVING DGS

A radial distribution network is typically connected to the
transmission grid through a step-up transformer. Such a distri-
bution network can be regarded as a VPP, as shown in Fig. 1.
The objective of the cooperative control [5] can be formulated
as: make the active power to the transmission network Ptran

track a reference value Pref , while the utilization ratio of each
DG, which is defined as the ratio of its active power output Pi

to its maximal available power Pi max, converges to a common
utilization ratio α∗. The problem can be stated as

min
P

(
Ptran(P) − Pref

)2 (1)

s.t. P0/P0 max = · · · = Pn/Pn max = α∗ (2)

0 ≤ Pi ≤ Pi max, ∀i ∈ V (3)
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where Ptran is a function of the active power outputs of
DGs P=[P0, . . . , Pn]T (Ptran is positive if the distribution grid
injects power to the external grid, otherwise it is negative).
Pi max can be estimated using the algorithms in [16] and [17]
and thus is assumed available in this paper.

For the power converter of DG i, by applying the d-q trans-
formation so that the d- axis and q-axis voltages are Udi = Ui

and Uqi = 0, respectively, the active power output can be
calculated as

Pi = UdiIdi + UqiIqi = UiIdi, (4)

where Idi and Iqi are the d- axis and q-axis currents, and Ui is
the magnitude of terminal voltage. Reactive power regulation
is out of the scope of this work.

If the grid-feeding control scheme [2] is adopted for the
control of power converters, Idi tracks its reference value
Idi_ref . Idi_ref is updated in a period of T , which should be long
enough to guarantee that Idi converges to Idi_ref at the end of
each period, i.e., I(k)

di = I(k)
di_ref with k denoting the iteration

number. In the kth iteration, I(k)
di_ref can be designed as

I(k)
di_ref = Pi maxα

(k)
i /U(k)

i , (5)

where α
(k)
i ∈ [0, 1] is the utilization ratio of DG i to be deter-

mined. When Idi converges to Idi_ref at the end of the kth
iteration, P(k)

i = Pi maxα
(k)
i .

The utilization ratio α
(k)
i evolves according to the discrete-

time leader-following consensus algorithm [11]. The leader
agent should have access to the information of P(k)

ref and

P(k)
tran. In principle, the leader would simply be the controller

at the substation but could alternatively be any DGs in the
NCS. Nevertheless, it is preferred that the substation is the
leader due to its easy access to Ptran and high information
security level. In addition, for the sake of information privacy,
global information like Ptran is preferred not to be revealed
to the customers’ DGs. Without loss of generality, DG 0 is
selected as the leader. Its utilization is updated as

α
(k+1)
0 = min

{
max

{
α

(k)
0 + kp

[
Pref − P(k)

tran

]
, 0
}
, 1
}

(6)

where kp > 0 is a sufficiently small control gain. α
(k)
0 is

contained within [0, 1] so that it is attainable.
For the followers, their utilization ratios can be designed

to be the weighted sum of the utilization ratios from their
in-neighbors, i.e.,

α
(k+1)
i =

n∑

j=0

a(k)
ij α

(k)
j , ∀i ∈ {1, . . . , n}, (7)

where a(k)
ij is the corresponding entry in matrix A at the kth

iteration.
Due to active power balance within the feeder, P(k)

tran can be
calculated as

P(k)
tran =

n∑

i=0

Pi maxα
(k)
i − Pload − Ploss, (8)

where Pload is the aggregated load power consumption and
Ploss is the distribution power loss.

In practice, Pload is time-variant. In respect of convergence
property however, Ptran converging to Pref under a fixed Pload

and Ptran tracking Pref under a time-variant Pload is simi-
lar. Therefore, it is justified to prove the former. Ploss can
be calculated as [18]

Ploss =
N−1∑

i=1

N∑

j=i+1

Gij
(
Vi − Vj

)2
,

where Gij is the conductance of power line between bus i and
bus j, Vi is the voltage magnitude of bus i, and N is the total
number of buses in the network. In practice, the variation of
voltages at different locations of a distribution network should
be maintained within a limited range so that power quality
is satisfactory enough. With the introduction of DGs in dis-
tribution networks, an almost unified voltage profile can be
achieved through reactive power dispatch [18]. Therefore, it
follows from the expression of Ploss that its value is nearly
a constant, which is also demonstrated by the simulations
in [18].

Without considering constraint (3) (when the constraint
is active, convergence of the NCS directly follows from
Theorem 5.4 [11]), the dynamics of NCS can be written in
a compact form as

0

[
α

(k+1)
0

α(k+1)

]

=
[

1 − kpP0 max −kpP̃
T
max

A1 A2

][
α

(k)
0

α(k)

]

+
[

kp
(
Pref + Pload + Ploss

)

0n×1

]

= A�

[
α

(k)
0

α(k)

]

+ b,

(9)

where α(k) = [α(k)
1 , . . . , α

(k)
n ]T , P̃max = [P1 max, . . . , Pn max]T .

A� =
[

1 − kpP0 max −kpP̃
T
max

A1 A2

]

is the system matrix with
[

A1 A2
] ∈ Rn×(n+1) being the last n rows of matrix A;

b =
[

kp
(
Pref + Pload + Ploss

)

0n×1

]

can be regarded as a constant

vector; 0n×m ∈ Rn×m is an all-zero matrix.
The convergence property of the discrete-time cooperative

control (9) can be summarized as
Theorem 1: The cooperative control laws (5)-(7) guarantee

that the DGs can asymptotically converge to the optimal solu-
tion of (1)-(3) provided that the communication network is
connected.

The proof is presented in the Appendix. Note that the
convergence only depends on the topology of the communica-
tion network, thus the cooperative control is robust to feeder
reconfiguration.

IV. CYBER-ATTACKS AGAINST COOPERATIVE

CONTROL OF VPP

When a cyber-attack is launched on a certain DG con-
troller/communication link, it will result in the loss of infor-
mation integrity or availability and consequently could fail
the control objective for that DG and, if the failure propa-
gates, for the overall system. Information availability ensures
timely access to the data or functionalities, while informa-
tion integrity indicates that there is no unauthorized change of
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information [19]. Generally, cyber-attacks can be categorized
as denial-of-service (DoS) and deceptive attacks, which cor-
rupt information availability and integrity, respectively. A DoS
attack means the control command sent from a certain DG
are erased, while a deceptive attack means an attacker inten-
tionally modifies the control command in an elaborate way.
Replay attacks and stealthy attacks are two particular kinds of
deceptive attacks, where replay attacks make a DG controller
repeatedly send the same information to its out-neighbors,
while stealthy attacks can stay undetected by the monitoring
system.

In this section, replay attacks are used to demonstrate
the severity of cyber-attacks. Without loss of generality, let
α

(k)
M ≡ αM = [α1, . . . , αr]T and α

(k)
W = [α(k)

r+1, . . . , α
(k)
n ]T be

the utilization ratio vectors of misbehaving and well-behaving
DGs, respectively, where r is the number of misbehaving DGs.

The dynamics of the NCS can be expressed as
⎡

⎢
⎢
⎣

α
(k+1)
0

α
(k+1)
M

α
(k+1)
W

⎤

⎥
⎥
⎦ =

⎡

⎣
1 − kpP0 max −kpPT

M max −kpPT
W max

0r×1 Ir 0r×(n−r)

A0 AM AW

⎤

⎦

×
⎡

⎢
⎣

α
(k)
0

α
(k)
M

α
(k)
W

⎤

⎥
⎦+

⎡

⎢
⎣

kp
(
Pref + Pload + Ploss

)

0r×1

0(n−r)×1

⎤

⎥
⎦,

(10)

where Ir ∈ Rr×r is the identity matrix,
[

A0 AM AW
]

is the same as the last n-r rows of matrix A, PM max =
[P1 max, . . . , Pr max]T , and PW max = [P(r+1) max, . . . , Pn max]T .

The following lemma summarizes the property of NCS
under replay attacks.

Lemma 1: Suppose that the communication network remains
connected during the attack. The NCS in (10) converges to
a stable point [α∗

0 , (α∗
M)T , (α∗

W)T ]T , which satisfies

α∗
0 = min{max{α̃0, 0}, 1}, (11)

α∗
M = αM,α∗

W = (In−r − AW)−1[A0 AM
]
[

α∗
0

αM

]

, (12)

where α̃0 = 1
P0 max

(Pref +Pload+Ploss−PT
M maxαM−PT

W maxα
∗
W).

In other words, the utilization ratios of the well-behaving
DGs converge to the space spanned by [α∗

0 ,αT
M]T , i.e., no

consensus can be reached among the DGs.
The proof is presented in the Appendix.
Lemma 1 explains partly the incentives for carrying out

a cyber-attack: when DG i deliberately increases its αi, the
other DGs converge to smaller utilization ratios. This generally
brings more economic benefit to the misbehaving DG since it
can generate more electricity while decrease the incomes of
other DGs since they have to generate less to maintain Ptran

to Pref . Moreover, if one of the follower DG in the network is
compromised so that it can randomly set its utilization ratio,
this DG can maliciously make the adjustable range of Ptran

narrow and weaken controllability of the VPP. It should be
noted that the effect of a misbehaving DG on the aggregated
power output of DGs Paggr = ∑n

i=0 Pi is mainly influenced
by the topology of communication network and the corre-
sponding adjacency matrix A. Specifically, it can be inferred

Fig. 2. Connected communication networks with different number of
followers.

Fig. 3. Pmax
aggr before and after cyber-attack on DG 1 (α(k)

1 ≡ 0) with different
NCS size from n = 3 to n = 103.

from (12) that a misbehaving DG has more negative effects
on the NCS if it is connected to more well-behaving DGs
and these DGs put more weights on the misbehaving one in
the state update (7). In addition, the following example illus-
trates that the adjustable range of Paggr can narrow more in
a large-scale NCS due to possible cyber-attacks.

Consider an NCS with n followers (DGs 1 to n) which
form a loop with bidirectional communication links while
DG 0 (leader) directly communicates with DGs 1 and 2,
as is shown in Fig. 2 for n = 3, 4, 5. The weights in
the adjacency matrix is evenly split among the in-neighbors,
i.e., aij = 1/|Nin

i | if j ∈ Nin
i and aij = 0 if otherwise. Assume

the maximal available power of each DG is 1 p.u. Without any
cyber-attack, Paggr can vary from 0 to n+1 as the consensus
utilization ratio α∗ increases from 0 to 1, thus the maximum
of Paggr is Pmax

aggr = n + 1. However, if DG 1 misbehaves by

deliberately setting α
(k)
1 ≡ 0, Pmax

aggr decreases. The result is
illustrated in Fig. 3 with different scales of NCS, which indi-
cates that Pmax

aggr is decreased by 45% when n = 3, while it is
decreased by 75% when n = 103.

V. OBSERVER BASED ATTACK-RESILIENT

COOPERATIVE CONTROL OF VPP

In this section, an advanced cooperative control of VPP
is proposed, which is resilient to the aforementioned cyber-
attacks. Within this strategy, utilization ratios of leader and
follower DGs still evolve according to (6) and (7), respec-
tively. A distributed confidence level manager (DCLM) at each
follower DG controller maintains a confidence level for each
of its in-neighbors. Each DG estimates the feasible utilization
ratio ranges of its in-neighbors. When a DG detects that the
actual utilization ratio from a certain in-neighbor falls out of the
feasible range, the DCLM decreases its confidence level, and
its weight in the adjacency matrix decreases correspondingly.
Consequently, the misbehaving DG is gradually marginalized
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Fig. 4. Diagrams of the communication network with control and observation
links (an observation link is denoted as a solid arrow if it coincides with
a control link): (a) A connected communication network; (b) The network
after DG 3 is isolated due to cyber-attack.

and finally isolated from the communication network, thus it
cannot influence consensus of the well-behaving DGs if the
remaining communication network is still connected.

It should be noted that multicast communication is generally
adopted in distributed systems [15]. In this case, every DG
controller always sends the same information to all its out-
neighbors. Also, it can be guaranteed that the leader DG will
never be compromised by means of some security methods,
for example, implementing a local observer to monitor the
information from the leader DG, or adopting the advanced
encryption standard, etc.

A. Communication Topology Design

Detection of the misbehaving DGs comes at the expense of
a redundant communication network. Specifically, the com-
munication network can be divided into two subgraphs: the
control subgraph and the observation subgraph, as illustrated in
Fig. 4. It is possible that some control links overlap observation
links.

The control subgraph is designed first, which mainly
engages in the state update according to equations (6) and (7).
The minimum requirement for the topology of the control
subgraph is that it should be connected [11]. The higher its
connectivity is, the faster the convergence speed is. In the rest
of the paper, Nin

i and Nout
i are specifically used to indicate

the in-neighbor and out-neighbor sets of DG i in the control
subgraph to simplify the explanation.

Based on the control subgraph, the observation subgraph
can be determined, whose responsibility is to estimate the
upper and lower bounds of the utilization ratio of every in-
neighboring DG. The information of the observation subgraph
actually does not engage in the state update, but serves for
surveillance purpose only. To this end, the topology of the
observation subgraph is defined as

E′ =
{
(i, j)|∀j ∈ Nin

k ,∀i ∈ Nout
k ,∀k ∈ V

}
, (13)

i.e., for DG k ∈ V , any of its in-neighbors can communicate
to any of its out-neighbors.

B. Detection of Cyber-Attacks

For any DG i ∈ Nout
k , it can estimate the feasible utilization

ratio range of DG k with the information from the observation

links provided that it can recognize set Nin
k . One way is that

the controller of DG k should pack its utilization ratio together
with the indices of Nin

k in the data packet and send the packet
to any DG i ∈ Nout

k .
Consider Assumption 1 and the control law (7), any DG

i ∈ {1, . . . , n} can always estimate the upper and lower bounds
of the utilization ratio of its in-neighbor j in the next iteration
with the information from the observation subgraph as

α
(k+1)
jup = η

∑

l∈Nin
j −Smax

j

α
(k)
l +

[
1 − η

(∣
∣
∣Nin

j

∣
∣
∣−

∣
∣
∣Smax

j

∣
∣
∣

)]
α

(k)
j max,

(14)

α
(k+1)
jlow = η

∑

l∈Nin
j −Smin

j

α
(k)
l +

[
1 − η

(∣
∣
∣Nin

j

∣
∣
∣−

∣
∣
∣Smin

j

∣
∣
∣

)]
α

(k)
j min,

(15)

where η is the lower bound of positive entries in A as defined

in Assumption 1; α
(k)
j max and α

(k)
j min are defined as

α
(k)
j max = max

{
α

(k)
l

∣
∣
∣∀l ∈ Nin

j

}
, α

(k)
j min = min

{
α

(k)
l

∣
∣
∣∀l ∈ Nin

j

}
;

S(k)
j max and S(k)

j min are defined as

S(k)
j max =

{
l|l ∈ Nin

j , α
(k)
l = α

(k)
j max

}
,

S(k)
j min =

{
l|l ∈ Nin

j , α
(k)
l = α

(k)
j min

}
.

If the following inequality holds

α
(k)
jlow ≤ α

(k)
j ≤ α

(k)
jup, (16)

DG i considers its in-neighboring DG j to be well-behaving,
where α

(k)
j is the utilization ratio received by DG i from DG j.

On the contrary, if DG i does not receive information from
DG j (denoted as α

(k)
j =n/a) or α

(k)
j is not within the feasible

range in (16), DG j is considered to be suspicious, and the
marginalization and isolation process will be activated.

It is worth noting that neighboring DGs may collude with
each other to avoid from being detected by the monitoring
scheme. Such kind of colluding attack happens when DG j
maliciously modifies its information to others and its out-
neighbors does not marginalize and isolate it on purpose.
Fortunately, this kind of attack is relatively difficult to launch
since it requires multiple DGs to be compromised simultane-
ously. How to detect a colluding attack can be the direction
of our future work.

C. Marginalization and Isolation of Suspicious DGs

Motivated by [14], a DCLM is established locally for every
follower DG controller. The DCLM maintains a confidence
level c(k)

ij for each of its in-neighboring DG j ∈ Nin
i , which

is initially assigned a certain integer value c(0)
ij = C0

ij > 0. In

every iteration, c(k)
ij evolves as

c(k+1)
ij =

{
max

{
c(k)

ij − 1, 0
}

if DG j is suspicious

c(k)
ij otherwise.

(17)

When the confidence level of a certain in-neighboring DG
decreases, the probability that it is misbehaving increases.



2928 IEEE TRANSACTIONS ON SMART GRID, VOL. 7, NO. 6, NOVEMBER 2016

Algorithm 1: c̃(k)
i Calculation (DG i)

Input: c(k)
ij ,∀j ∈ Nin

i

Sort {c(k)
ij

∣
∣
∣∀j ∈ Nin

i and α
(k)
j �= n/a} in ascending order as

ξ
(k)
i1 ≤ · · · ≤ ξ

(k)
im , where m =

∣
∣
∣

{
j|∀j ∈ Nin

i and

α
(k)
j �= n/a

}∣
∣
∣

If
ξ

(k)
i1

∑m
l=1 ξ

(k)
il

≥ η

Output: c̃(k)
i = 0

Break;
Else

For ( j = 2; j ≤ m; j = j + 1)

If
ξ

(k)
i(j−1)

∑m
l=j−1 ξ

(k)
il

< η and
ξ

(k)
ij

∑m
l=j ξ

(k)
il

≥ η (19)

Output: c̃(k)
i = ξ

(k)
ij

Break;

Thus, the corresponding DG should be gradually marginalized
from the communication network to decrease its influence on
other DGs. To achieve this, its corresponding weight in A(k)

can be updated in a distributed manner as

a(k)
ij =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

[
c(k)

ij

]+
c̃(k)

i

∑

l∈Nin
i ,α

(k)
l �=n/a

[
c(k)

il

]+
c̃(k)

i

if α
(k)
j �= n/a

0 otherwise,

(18)

where c̃(k)
i is the threshold of c(k)

ij and is determined by
Algorithm 1 in each iteration. Function [x]+y is defined as

[x]+y =
{

x if x ≥ y
0 otherwise.

Equation (18) always maintains A(k) to be row-stochastic.
Moreover, if c(k)

ij decreases, a(k)
ij decreases correspondingly.

When c(k)
ij < c̃(k)

i , a(k)
ij is directly set to zero, which indicates

that DG j is confirmed to be misbehaving and is no longer sub-
scribed by DG i. When a misbehaving DG is isolated from the
communication network, all the communication links relevant
to it are removed, as exemplified in Fig. 4. Algorithm 1 is
used to find a suitable threshold value for c(k)

ij in (18) so that

a(k)
ij ≥ η if it is positive; or a(k)

ij = 0 if otherwise. The logic is
as follows.

When
ξ

(k)
i1

∑m
l=1 ξ

(k)
il

≥ η, it follows from (18) by considering

c̃(k)
i = 0 that a(k)

ij ≥ η for all j ∈ Nin
i and α

(k)
j �= n/a, and

a(k)
ij = 0 if otherwise. When

ξ
(k)
i1

∑m
l=1 ξ

(k)
il

< η, it can be shown

that c̃(k)
i = ξ

(k)
il satisfying (19) is the best threshold value.

Firstly, it follows from (18) that a(k)
ij = 0 is satisfied for all

c(k)
ij < c̃(k)

i and from the second part of (19) that a(k)
ij ≥ η for all

c(k)
ij ≥ c̃(k)

i . Secondly, c̃(k)
i = ξ

(k)
il is better than other options.

On one hand, if c̃(k)
i ≤ ξ

(k)
i(l−1), the first part of (19) implies

that a(k)
ij corresponding to c(k)

ij = ξ
(k)
i(l−1) leads to 0 < a(k)

ij < η,

which is contradictory to η ≤ a(k)
ij < 1 in Assumption 1. On

the other hand, if c̃(k)
i ≥ ξ

(k)
i(l+1), communication corresponding

to c(k)
ij = ξ

(k)
il is isolated, which results in a lower connectivity.

Therefore, c̃(k)
i = ξ

(k)
il is the best threshold value.

In addition, three remarks are given on the marginalization
and isolation process.

1) When a DoS attack or a packet loss happens to cer-
tain control links, e.g., link (i, j) ∈ E, DG i treats this link
as if it does not exist by setting a(k)

ij = 0 in the corre-
sponding iteration, and row stochasticity of A(k) is always
maintained.

2) In the presence of misbehaving DGs violating (16),
the time for them to be isolated is determined by both the
attacks and the parameters of the attack-resilient algorithm.
Generally, a misbehaving DG j can be isolated more quickly
if its out-neighbor’s confidence level on it, i.e., C0

ij(∀i ∈ Nout
j ),

is relatively small and the lower bound of positive weight η

is relatively large.
3) Without any misbehaving DGs, the convergence rate

of the algorithm is determined by the algebraic connectivity
defined as [20]

φ =
√

(1 − |λ2| cos θ2)
2 + |λ2|2 sin2 θ2,

where λ2 = |λ2|∠θ2 is the second largest eigenvalue of the
adjacency matrix A(k) in magnitude. A higher algebraic con-
nectivity implies a faster convergence rate. There are two ways
to improve the value of φ: i) adding a communication link to
the control subgraph at the expense of communication [21]
and ii) initially optimizing the weights in A, which is sen-
sitive to the corresponding confidence levels as indicated by
equation (18).

D. Robustness to Packet Loss

Packet loss is inevitable in an NCS. Success of commu-
nication (i, j) ∈ E at the kth iteration can be modeled in
a probabilistic manner as [10]

Pr
{

x(k)
ij = m

}
=
{

1 − rloss if m = 1
rloss if m = 0

, (19)

where x(k)
ij = 1 means no packet loss happens to link (i, j) and

x(k)
ij = 0 if otherwise; rloss is the packet loss rate.

When packet loss happens occasionally to link (i, j) ∈ E,
c(k)

ij can also decrease and eventually, the connected network
will disassemble even without any cyber-attacks. To avoid
this, a confidence level regain process is executed in each
iteration as

Pr
{

c(k)
ij = m

}
=
{

rgain if m = min
{

c(k)
ij + 1, C0

ij

}

1 − rgain if m = c(k)
ij ,

(20)

where rgain is the confidence level regain rate. As long as
rgain > rloss, Pr{c(k)

ij = C0
ij} = 1 for all the well-behaving DG j.
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Fig. 5. Diagram of the IEEE 34-bus test feeder.

Thus, the proposed approach is also resilient to packet loss.
It is worth mentioning that rloss is generally small in practice
(less than 5%), and a cyber-attack needs to be more frequently
launched if it aims to disrupt the NCS. Therefore, the confi-
dence level regain process cannot significantly influence the
detection and isolation of misbehaving DGs.

E. Main Result

The convergence property of the proposed cooperative
control strategy can be summarized as

Theorem 2: The proposed cooperative control strategy is
resilient to non-colluding attacks. By isolating the DGs that
violate (16), the remaining DGs can together accomplish
the control objective in (1)-(3) provided that the remaining
communication network is still connected.

The proof is presented in the Appendix.
It is worth noting that stealthy attacks can be launched by

not violating (16). However, it is shown in the proof and by
simulation that the control objective can still be accomplished
only at the expense of slower convergence. It is also possible
that a misbehaving agent j misreports its true in-neighbor set
Nin

j to its out-neighbors as Ñin
j �= Nin

j . If Ñin
j includes any

misbehaving DG, it falls into the category of colluding attack
thus the misbehaving DGs stay undetected. Otherwise, α

(k+1)
jup

and α
(k+1)
jlow can be calculated by all its out-neighbors based on

the misreported Ñin
j according to (14) and (15). If α

(k+1)
j from

agent j falls out of this interval, agent j will be gradually iso-
lated by its out-neighbors as in Case 1) of the proof, otherwise
it follows from Case 2) of the proof that the control objective
can still be accomplished.

VI. CASE STUDIES

To validate the effectiveness of the attack-resilient coop-
erative control of VPP, numerical simulations are performed
on the IEEE 34-bus test feeder, as shown in Fig. 5. It is con-
nected to a transmission network with a step-up transformer at
bus 800. Thus the power flow across line 802-800 is expected
to be regulated to Pref . The detailed parameters of the net-
work can be found in [22]. Eight DGs (DGs 0-7) and eight
loads (L1-L8) are connected to the feeder from different loca-
tions. The maximal available power of DG i ∈ {0, . . . , 7}
is 0.5 MW. Each load is modeled as 50% constant power
and 50% constant impedance, with power consumption of

Fig. 6. Responses of the non-resilient/resilient cooperative control system
with/without replay attack on DG 2: (a) Non-resilient cooperative control
without replay attack, (b) Non-resilient cooperative control and (c) resilient
cooperative control when DG 2 is under replay attack.

0.2 MW + 0.1 Mvar. In the attack-resilient cooperative con-
trol, the initial confidence level of each link is set to 50,
thus the adjacency matrix can be initialized correspondingly
according to (18). The lower bound of non-zero weight is
η = 0.1 without otherwise stated. The constant gain of DG
0 is kp = 0.1. The sampling period is set to T = 0.5 s.

A. Response of the VPP Under Replay Attack

Initially, the utilization ratio of each DG is 0.5, and the cor-
responding P(0)

tran = 0 MW. Packet loss is not considered in
this case. At t = 0 s, Pref is set to 0.8 MW. Fig. 6 compares
responses of the non-resilient/resilient cooperative control sys-
tem with/without replay attack on DG 2. Fig. 6(a) shows the
response of a non-resilient cooperative control system without
a replay attack, which indicates that Ptran can track its refer-
ence value Pref in about 30 s. In Fig. 6(b) and (c), a replay
attack is launched on DG 2 at t = 5 s, which maliciously
repeats α

(k)
2 ≡ 0.3 so as to bias the utilization ratios of other

DGs. With non-resilient cooperative control [Fig. 6(b)], the
utilization ratios of all the follower DGs converge to values
between α

(k)
2 and α

(k)
0 without reaching a consensus. Also,

Ptran fails to track Pref even when α
(k)
0 reaches 1 because the

other DGs cannot fully utilize their capacities. In compari-
son, with the attack-resilient cooperative control [Fig. 6(c)],
it takes about 12 s for the NCS to detect and isolate the
misbehaving DG. Consequently, the well-behaving DGs can
still reach a consensus. Since the misbehaving DG only has
a trivial influence on the adjustable range of Ptran, Ptran suc-
cessfully tracks Pref . Note that it takes a longer time (about
60 s) for the well-behaving DGs to reach consensus. This is
because before DG 2 is completely isolated, it prevents the
follower DGs from tracking α

(k)
0 , and after its isolation, the
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Fig. 7. Response of the VPP when DG 1 is under stealthy attack: (a) η = 0.2;
(b) η = 0.1; (c) η = 0.05

connectivity of the corresponding network decreases, which
also contributes to the slow convergence rate [21].

B. Response of the VPP Under Stealthy Deceptive Attack

Simulation is performed under the same initial condition as
in Section VI-A. At t = 5 s, a stealthy attack is launched
on DG 1. Intuitively, to disrupt the convergence, the attacker
of DG 1 should intentionally prevent α

(k)
1 from converging to

α
(k)
0 , i.e.,

α
(k+1)
1 =

{
α

(k+1)
1low if

∑n
j=0 a(k)

1j α
(k)
j ≥ α

(k)
1

α
(k+1)
1up otherwise.

(21)

Fig. 7 compares the system responses under different η. As
can be seen in the figure, equation (16) is always satisfied thus
DG 1 is never suspected throughout the process. In comparison
with the response of NCS without any attacks [Fig. 6(a)], the
convergence rate is decreased to some extent, and it decreases
even more when η is small. Specifically, the convergence time
is 50 s, 63 s, and 75 s when η=0.2, 0.1 and 0.05, respectively.
The reason is that as η decreases, α

(k)
1up −α

(k)
1low increases, thus

the attacker is able to adjust α
(k)
1 in a wider range.

C. Response of the VPP in the Presence of Packet Loss

In this case study, the influence of packet loss is investi-
gated. The initial condition is the same as the previous case.
At t = 60 s, Pref is changed to 0.2 MW. To highlight the
effectiveness of the confidence level regain process, a rather
high packet loss rate rloss = 0.2 is selected. Fig. 8 compares
the system responses with/without the confidence level regain
process. Without it, the weights of A(k) corresponding to all
the in-neighbors of each DG except itself gradually decrease

to zero due to the decrease in c(k)
ij . Consequently, the NCS

disassembles, and no consensus in the utilization ratios can

Fig. 8. Response of the VPP with the attack-resilient cooperative control
(rgain = 0 and 0.25) in the presence of packet loss: (a-b) Power flow across
the transmission line (MW); (c-d) Utilization ratios of the DGs.

be reached [as shown in Fig. 8(c)]. With the confidence level
regain process (rgain = 0.25), a(k)

ij (∀j ∈ Nin
i and α

(k)
j �= n/a)

remain positive despite some fluctuation can be observed, thus
the NCS remains connected and the utilization ratios finally
reach a consensus value [as shown in Fig. 8(d)].

VII. CONCLUSION

In this paper, an attack-resilient cooperative control strategy
is proposed to regulate the active power of a virtual power
plant at a specific dispatch command, while maintain the uti-
lization ratios of DGs at a consensus. With a properly designed
observation subgraph, each DG can estimate the feasible uti-
lization ratio ranges of all its in-neighbors. An in-neighbor
is suspected to be misbehaving if its actual utilization ratio
falls out of the feasible range. A distributed confidence level
manager at each DG controller maintains confidence levels
for all of its in-neighbors. The confidence level of a cer-
tain in-neighbor decreases if it is suspected. Consequently,
the misbehaving in-neighbors are gradually isolated from the
network. The proposed strategy is resilient to communication
failure as well as various kinds of non-colluding cyber-attacks,
e.g., DoS attacks and deceptive attacks. In the presence of
such cyber-attacks, the well-behaving DGs can still accomplish
the control objective without being misled by the misbehav-
ing ones, which is verified through simulations of the IEEE
standard 34-bus test feeder.

APPENDIX

Proof of Theorem 1: The system matrix of (9) is
A� = A + kp�, which can be viewed as the adjacency

matrix A =
[

1 01×n

A1 A2

]

perturbed via the term kp� =

kp

[

−P0 max −P̃
T
max

0n×1 0n×n

]

. The connectivity of the communica-

tion network implies that the spectrum radius of A is 1, which
is also a simple eigenvalue λ1 = 1. The rest of eigenvalues are
within the open unit disk. The left and right eigenvectors cor-
responding to λ1 are ν = [1, 0, . . . , 0]T and μ = [1, . . . , 1]T ,
respectively. It follows from Lemma 7 in [23] that when kp
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is sufficiently small, the perturbation on λ1 is quantified by
νT�μ = −∑n

i=0 Pi max < 0, thus 0<λ1<1. In addition, due
to the continuity of the eigenvalues, the rest of them remain
in the open unit disk when kp is small enough. Therefore, we
conclude that system (9) is asymptotically stable.

Moreover, it can be verified via steady-state analysis that

α∗ = lim
k→∞ α

(k)
i = min

{

max

{
Pref + Pload + Ploss

∑n
j=0 Pj max

, 0

}

, 1

}

.

(22)

Therefore, the control objective is achieved.
Proof of Lemma 1: The stability of (10) can be characterized

by the system matrix Ã� = Ã + kp�, where

Ã =
⎡

⎣
1 01×r 01×(n−r)

0r×1 Ir 0r×(n−r)

A0 AM AW

⎤

⎦ and

� = −
[

P0 max PT
M max PT

W max
0n×1 0n×r 0n×(n−r)

]

Since Ã is a lower block-triangular matrix, it has r+1 eigenval-
ues λi = 1(i ∈ {1, . . . , r + 1}), and the rest n-r eigenvalues lie
in the open unit disk by invoking Lemma 2 in [24]. Construct
matrices V = [ν1, . . . , νr+1] and U = [μ1, . . . ,μr+1].
νi ∈ R(n+1)×1 is the left eigenvector of Ã and is an all-zero
vector except its ith entry being 1. μi ∈ R(n+1)×1, which
is the right eigenvector of Ã, is non-negative according to
Theorem 4.8 in [11], and satisfies VTU = Ir+1. When kp is
sufficiently small, according to Lemma 7 in [23], the pertur-
bation on λi = 1(i ∈ {1, . . . , r + 1}) is quantified by the
eigenvalues of

VT�U =
[ −PT

max
0r×(n+1)

]
[
μ1, . . . ,μr+1

]

=
[−PT

maxμ1 · · · −PT
maxμr+1

0r×1 · · · 0r×1

]

,

where Pmax = [P0 max, . . . , Pn max]T .
VT�U has a simple eigenvalue −PT

maxμ1 < 0 and an eigen-
value 0 with an algebraic multiplicity r. Therefore, when kp

is small enough, Ã� has an eigenvalue 1 with an algebraic
multiplicity r, while the rest of the eigenvalues are inside the
open unit disk. This indicates the stability of the system. It is
straightforward to verify that in the steady state, (11) and (12)
hold. Also, it follows from Lemma 2 in [24] that (In−r −
AW)−1

[
A0 AW

]
in (12) is row-stochastic, thus the utiliza-

tion ratios of the well-behaving DGs converge to the convex
hull spanned by

[
α∗

0 , αT
M

]T
.

Proof of Theorem 2: When colluding attacks are not con-
sidered, two cases need to be analyzed as follows.

Case 1) Detection criterion (16) is violated. In this case, all
the misbehaving DGs that violate (16) can be detected by their
out-neighbors and eventually isolated from the communication
network. Since the remaining network is still connected with
DG 0 as their leader, convergence of the rest of DGs directly
follows Theorem 1.

Case 2) Detection criterion (16) is always satisfied, i.e.,
there are stealthy attacks or no attacks.

In each iteration, any misbehaving DG j can transmits
α

(k+1)
jlow ≤ α

(k+1)
j ≤ α

(k+1)
jup so as to stay undetected from its

out-neighbors. Due to the continuity of cooperative control (7),
there exists an equivalent set of weights {ã(k)

jl |∀l ∈ Nin
j } so that

α
(k+1)
j = ∑

l∈Nin
j

ã(k)
jl α

(k)
l . Therefore, it is equivalent that the

time-invariant system (9) becomes time-varying as
[

α
(k+1)
0

α(k+1)

]

= A(k)
�

[
α

(k)
0

α(k)

]

+ b, (23)

where A(k)
� is acquired by substituting a(k)

jl in the system matrix

A� in (9) with ã(k)
jl for all l ∈ Nin

j , with j corresponding to any
misbehaving DG that does not violate (16).

Define the error system of (23) as
[

δα
(k+1)
0

δα(k+1)

]

= A(k)
�

[
δα

(k)
0

δα(k)

]

, (24)

where δα(k) =
[
α

(k)
1 − α∗, . . . , α(k)

n − α∗
]T

and δα
(k)
0 =

α
(k)
0 −α∗. The stability of (24) can be analyzed utilizing singu-

lar perturbation: letting kp be infinitely close to zero, it follows
from Theorem 5.12 in [11] that δα(k) is frozen at the quasi-
steady state [1, . . . , 1]Tδα

(k)
0 since

{
A(k) : k ∈ N

}
is uniformly

sequentially complete. Hence, the reduced-system is

δα
(k+1)
0 = (

1 − kpP0 max
)
δα

(k)
0 − kpP̃

T
maxδα

(k)

≈
{

1 − kp

n∑

i=0

Pi max

}

δα
(k)
0 ,

which is stable since |1 − kp
∑n

i=0 Pi max| < 1 when kp is
sufficiently small.
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