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an indicator of performance deterioration. Yet in general this might not
be true. For example, consider the problem of the minimization of

1

0
+

1

1
+

1

0
Q(s) e�sh

Â

by a stable Q(s), where the first term plays a role of �(s). As Q(s)
does not affect the second output, the norm cannot be made smaller
than ke�shk

Â
= 1 and this level is achieved with Q(s) = �1. Yet

this performance level is delay independent and it would be the optimal
performance even if h = 0. Hence, in this case k�(s)k

Â
= 1 is not a

good indicator of the cost of delay.

IV. CONCLUSION

It has been shown that the standard L1 optimization for dead-time
systems can be reduced to a delay-free L1 optimization problem by
the use of the modified Smith predictor. This reduction, which implies
that the (modified) Smith predictor is, in a sense, L1-optimal, confirms
an important role played by dead-time compensation in the control of
dead-time systems.

Although only the continuous-time problem has been presented in
the paper, all the arguments are straightforwardly extendible to the dis-
crete-time case (`1 optimization).
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Globally Stabilizing Adaptive Control Design for
Nonlinearly-Parameterized Systems

Zhihua Qu, Richard A. Hull, and Jing Wang

Abstract—In this note, a new adaptive control design is proposed for non-
linear systems that are possibly nonaffine and contain nonlinearly param-
eterized unknowns. The proposed control is not based on certainty equiva-
lence principle which forms the foundation of existing and standard adap-
tive control designs. Instead, a biasing vector function is introduced into
parameter estimate; it links the system dynamics to estimation error dy-
namics, and its choice leads to a new Lyapunov-based design so that affine
or nonaffine systems with nonlinearly parameterized unknowns can be con-
trolled by adaptive estimation. Explicit conditions are found for achieving
global asymptotic stability of the state, and the convergence condition for
parameter estimation is also found. The conditions are illustrated by sev-
eral examples and classes of systems. Besides global stability and estimation
convergence, the proposed adaptive control has the unique feature that it
does not contains any robust control part which typically overpowers un-
known dynamics, may be conservative, and also interferes with parameter
estimation.

Index Terms—Adaptive control, certainty equivalence principle, Lya-
punov-based design, nonlinear parameterization, parameter estimation.

I. INTRODUCTION

In most control applications, it is inevitable that various unknowns
and/or uncertainties exist in the plant or its environment. This is due
to the facts that modeling is less than perfect and that control systems
are now required to perform autonomously and intelligently under a
variety of operating conditions. In terms of unknowns and uncertain-
ties, one can separate them into two categories: Constant unknown pa-
rameters, and state-dependent/time-dependent/dynamic uncertainties.
To maintain stability and performance, a successful design must deal
with whatever unknowns exist.

If there are state-dependent/time-dependent/dynamic uncertainties
the plant belongs to the class of so-called uncertain systems and, as an
effective control design methodology, robust control theory for non-
linear uncertain systems have been a focus of research in recent years
[9], [11], [12]. In a typical robust control design, the uncertainties in the
plant dynamics are required to be bounded in some norm by a known
scalar function of the state. Upon having the bounding function, struc-
tural property of the uncertainties in terms of their functional depen-
dence and locations in system dynamics need to be studied, classes of
stabilizable uncertain systems have been found, and several robust con-
trol design procedures have been proposed (see [12] and the references
therein).

For systems whose dynamics are known except for a number of con-
stant parameters, it is natural and effective to use the adaptive control
methodology which is to achieve stability and performance by esti-
mating the parameters online. The most popular method of designing
adaptive control is summarized by the certainty equivalence principle.
That is, first assume the parameters be known and design a perfect-
knowledge control; then, the adaptive control is the same except that
the unknown parameters are replaced by their corresponding estimates,
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and finally adaptation laws are synthesized to generate the estimates in
such a way that the closed-loop stability and performance are guaran-
teed. In addition, estimation convergence is pursued whenever possible.
Standard adaptive control results in [9] are based on the certainty equiv-
alence principle and are shown to be effective for the class of systems
whose unknown parameters appear linearly in their dynamics.

While adaptive control has been extensively studied and widely ap-
plied, there are only a few results reported so far on adaptive control
of nonlinearly parameterized systems, i.e., systems whose unknown
parameters appear nonlinearly in their dynamics. For a scalar system
with fractional parameterization, its parameters appear linearly in both
numerator and denominator of its scalar fractional dynamics. Earlier
results on adaptive control of nonlinearly parameterized systems fo-
cused upon such scalar fractionally parameterized systems as fermen-
tation process [4], biochemical process [5], and friction dynamics [2].
It is shown in [4] that, since parameters in the numerator are linearly
parameters, dealing with the parameters in the denominator is the key
and that, by using estimate projection and a proper Lyapunov function,
stable adaptive control can be successfully designed. Since the denom-
inator in a scalar fractional parameterization cannot be zero and thus
has a fixed sign, it can be embedded into an integral Lyapunov function
such that the time derivative of Lyapunov function along the system tra-
jectory no longer contains any denominator. It is based on this simple
observation that an adaptive control is designed in [17] for scalar sys-
tems with fractional parameterization. Because of the method used, de-
nominator parameters are not estimated in the regulation problem.

Clearly, the simple design methods in [5] and [17] cannot handle
multivariable systems with fractional parameterization. A new design
method proposed in [15] solves the problem by embedding two layers
of estimation into adaptive control: All parameters in the fractional pa-
rameterization are estimated using adaptation laws, a robust observer
is used to estimate the impact of the whole fractional dynamics, and
the observer state is used in the adaptation laws. The result in [15] can
be extended in principle to systems with general nonlinear parameteri-
zation but its shortcoming is that the resulting stability is semiglobal as
systems dynamics are nonlinear and a nonlinear observer along the line
of [1], [3], and [8] is used. It is worth noting that the certainty equiv-
alence principle is used in the results of [5], [15], and [17], and that
those results offer little on parameter convergence.

Since constant parameters are bounded and, hence, can be treated as
a special case of bounded uncertainties, robust control designs can di-
rectly be used to handle nonlinearly parameterized dynamics, and no
parameter estimation is needed. Adaptation laws of parameter estima-
tion can be embedded into the robust control frame (and thus called ro-
bust adaptive controls), either by such robustification tools as leakage
law [12], or by imposing convex/concave conditions on parameters [2],
or by projecting estimates into a compact set [6], or by introducing lin-
early parameterized bounding function on nonlinear parameterization
[10]. In all these cases, the robust control part is dominating and, hence,
little can be said about convergence property of the estimates. In this
note, nonlinearly parameterized dynamics are compensated for solely
by adaptive control, which is technically a much harder problem. It is
worth noting that, if the bounding function on uncertainties contains
unknown but linearly parameterized parameters, robust control laws
can be embedded into the adaptive control framework to render adap-
tive robust controls [12]–[14].

The above synopsis of existing results points to the need of devel-
oping a systematic methodology to effectively estimate unknown pa-
rameters and to design adaptive control for systems that are nonlin-
early parameterized and possibly nonaffine. The objective of this paper
is to provide an innovative design technique toward fulfilling the need.
Specifically, both affine and nonaffine systems with general nonlinear
parameterization are considered, the new design modifies the certainty

equivalence principle by injecting a state biasing vector function as an
additive term to parameter estimate vector in the adaptive control, and
the biasing function links the system dynamics to estimation error dy-
namics. The biasing function leads to a new family of Lyapunov func-
tions and, under certain conditions, its choice makes it possible to gen-
erate either negative definite or negative semidefinite terms associated
with (a biased) estimation error. A straightforward Lyapunov argument
produces explicit conditions on global asymptotic stability of the state
and on convergence of parameter estimation. The conditions are illus-
trated by several examples and classes of nonlinear systems. Compared
with the existing results, the proposed method and results have several
unique features. First, both affine and nonaffine systems can be studied.
Second, general nonlinear parameterization can be handled. Third, the
proposed adaptive control does not contains any robust control part.
Fourth, the proposed adaptive control deviates from those synthesized
from the certainty equivalence principle by introducing the biasing
function. The use of biasing function is instrumental to handle non-
linear parameterization, to generate Lyapunov functions, and to render
a simple condition on convergence of parameter estimation for general
nonlinear systems.

II. PROBLEM FORMULATION

Consider the following class of nonaffine and nonlinearly parame-
terized systems:

_x = F (t; x; �; u) (1)

where F (�) has a known function expression, x 2 <n is the state,
u 2 <m is the control, and � 2 <l is the vector of unknown constant
parameters. Our objective is to synthesize an adaptive control and a cor-

responding adaptation law of form u = u(t; x; �̂) and _̂
� = 	(t; x; �̂)

such that the closed-loop system is globally asymptotically stable. To
this end, the following technical assumptions are introduced.

Assumption 1: The value of � is unknown but belongs to known
compact set 
� = f� : k�k � c�g.

Assumption 2: If vector � were known or measured, system (1)
could be globally and asymptotically stabilized for all � 2 <l under
the ideal control u = U�(t; x; �)

�
= U�n(t; x) + U�p (t; x; �), where

U�n(�) is a nonlinear nominal control of known expression, and U�p (�)
is a perfect-knowledge cancellation control of known expression and
withU�p (t; x; 0) = 0. Specifically, there exist known functionFn(t; x)
and Lyapunov function Vn(t; x) such that

F t; x; �; U
�

n(t; x) + U
�

p (t; x; �) = Fn(t; x)

1 (kxk) � Vn(t; x) � 2 (kxk)

@Vn(t; x)

@x
� cn

�
3 (kxk) (2)

and

@Vn(t; x)

@t
+

@Vn(t; x)

@x

T

Fn(t; x) � �3 (kxk) (3)

where i : <+ ! <+ are class K1 functions, and cn > 0 and
0 < �1 < 1 are constants.

Assumption 3: Functions F (�) and U�(�) are differentiable, uni-
formly bounded with respect to t, and locally uniformly bounded with
respect to x and �.

Remark 2.1: It should be noted that existence of U�(t; x; �) in As-
sumption 2 is the key and that the rest of the conditions in the above
assumptions are standard. In this paper, the problem of nonlinearly
parameterized systems are studied using solely the adaptive control
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method, i.e., a robust control part or any other robustification method is
not applied for the purpose of parameter identification. Hence, if the pa-
rameters can be adequately estimated, the corresponding control (after
parameters converge) ensures asymptotical stability. In light of this, ex-
istence of U�(t; x; �) is not only sufficient but also necessary. In the
case that U�(t; x; �) is known to exist but does not have a known ex-
pression, approximation approaches such as neural network could be
applied (in which case linear overparameterization might be used to
simplify the adaptive control design by trading off convergence of pa-
rameter estimation). �

For notational simplicity throughout the note, nonlinear scalar and
vector functions are expressed into products of a matrix and the state.
Such matrix representations can always be done for any differentiable
nonlinear vector function of x and for any scalar function of second
order or higher in x. In what follows, three sets of matrix represen-
tations are introduced. First, matrix An(�) of the closed-loop nominal
system is defined as

Fn(t; x) =

1

0

@Fn(t; �x)

@�
d�

=

1

0

@Fn(t; �)

@�
�=�x

d� x
�
= An(t; x)x: (4)

Second, matrices P (�) and P 0(�) are introduced to express partial
derivatives of Lyapunov function, for given constant c1 (c1 � 0 can
be freely chosen in most cases), as

V
c
n (t; x)

@Vn(t; x)

@x

�
=P

T (t; x)x

V
c
n (t; x)

@Vn(t; x)

@t

�
=x

T
P

0(t; x)x: (5)

Similarly, matrix Qn(t; x) can be found using

V
c
n (t; x)

@Vn(t; x)

@t
+

@Vn(t; x)

@x

T

Fn(t; x)
�
= x

T
Qn(t; x)x:

Thus, it follows from (3), (4), and (5) that matrix

Qn(t; x)
�
= � P

0 +
1

2
PAn +

1

2
A
T
nP

T (6)

is both positive definite and decrescent. Third, let us denote

B(t; x; �; u)
�
=
@F (t; x; �; u)

@u
K�(t; x; �)

�
=
@U�

p (t; x; �)

@�
(7)

as input matrix and “gain” matrix (associated with parameter vector
�), respectively. Hence, it follows from (7) that, for any argument � 2
[0; 1] and for any pair of vectors z1 and z2 of proper dimensions

M(t; z1; �; z2)z2

�
= �

1

0

B (t; z1; �; U
�(t; z1; �� �z2))

�K�(t; z1; �� �z2)d�] z2 (8)

=

1

0

@F (t; z1; �; U
�(t; z1; �� �z2))

@�z2
d� z2 (9)

= F (t; z1; �; U
�(t; z1; �� z2))

� F (t; z1; �; U
�(t; z1; �)) (10)

in which design matrix M(�) (to be invoked later in the proposed de-
sign) can be computed from (8)–(10).

III. NEW NONLINEAR ADAPTIVE CONTROL DESIGN

The proposed new design is motivated by reviewing the standard
adaptive control design based on the certainty equivalence principle.

A. Standard Adaptive Control

Consider first the class of affine systems with stable nominal dy-
namics: _x = Fn(t; x)+B(t; x)[u�U�

p (t; x; �)]. This class is a subset
of systems in (1). In the case of linear parameterization, U�

p (t; x; �) =
W (t; x)� holds for some matrixW (t; x). In this case, adaptive control
can be designed using the certainty equivalence principle. Specifically,
let

u = U
�

p (t; x; �̂) = W (t; x)�̂
_̂
� = �N(t; x)P T (t; x)x (11)

where matrix N(�) is chosen through a Lyapunov-based stability argu-
ment. To be specific, let us choose Lyapunov function to be

La(t; x; ~�) =
1

1 + c1
V
1+c
n (t; x) +

1

2
k~�k2

where c1 > 0 is a constant, and ~� = � � �̂ is the estimation error. It
follows from (5) that, by setting N(t; x) = W T (t; x)BT (t; x)

_La = � x
T
Qnx� x

T
P (t; x)B(t; x)W (t; x)~�

+ ~�TN(t; x)P T (t; x)x

= � x
T
Qnx

from which global asymptotic stability of state x can be concluded.
Mathematically, the standard design takes full advantage of linear pa-
rameterization by combining all the terms related to� and �̂ and in both
system dynamics and _La into terms of ~� only (so that � and �̂ do not
exist separately) and then by cancelling each other among themselves
through the choice of N(t; x). As a result, the resulting upper bound
on _La is made to be a negative definite function of x only.

If U�(t; x; �) is nonlinearly parameterized (or if the system
is not affine), the above design process of direct cancellation
in a Lyapunov argument inherently fails due to the fact that
U�(t; x; �) � U�(t; x; �̂) 6= W (t; x)~�. Instead, U�(t; x; �) �
U�(t; x; �̂) = W 0(t; x; �; �̂)~�, the expression of matrix W 0(�) could
be very complicated, and, more importantly, matrix W 0(�) contains
unknowns. To handle this difficulty of nonlinearity, alternative designs
must be pursued.

In most of the work up to now, the prevailing method is to use u =
U�(t; x; �̂)+uR, where uR is a robust control term [12]. In such a de-
sign, adaptation law must be modified (by projections or by such robus-
tification as leakage law) to ensure �̂ being bounded, and robust control
uR compensates for the difference U�(t; x; �)� U�(t; x; �̂) by dom-
ination. As a result, uR tends to be both conservative and dominating
(over adaptive portion U�(t; x; �̂)), uR may become discontinuous if
asymptotic stability of x is required, and parameter estimation has little
convergence property. These are the main drawbacks of this line of ro-
bust adaptive designs. In fact, it would be easier in many cases to simply
fix �̂ and design a robust control. One exception is the adaptive design
for a class of nonlinearly parameterized systems [15], in which a robust
observer is used to estimate the total impact of U�(t; x; �).

B. Basic Design of the Proposed New Adaptive Control

The proposed adaptive control is of form

u = U
�

t; x; �̂� h(t; x) + h(t; 0) (12)
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where function h(�) : <+ � <n ! <l is a function to be chosen by
the designer (as long as h(t; x) is well defined in terms of x and is
uniformly bounded with respect to t), and �̂ is the vector of parameter
estimates and is updated by

_̂
� = �N(t; x)P T (t; x)x+

@h(t; x)

@x
Fn(t; x)

+
@h(t; x)

@t
�
@h(t; 0)

@t
: (13)

Clearly, adaptive control (12) is different from typical adaptive con-
trols that are of form u = U�(t; x; �̂) and are based on the certainty
equivalence principle. In particular, the design of adaptive control (12)
and its adaptation law (13) has two degrees of freedom: Choices of
h(t; x) and N(t; x). Function h(t; x) in (12) can be viewed as a time-
varying state biasing function injected into parameter estimation, and
its presence introduces the additional degree of freedom necessary to
handle nonlinearly parameterized dynamics. It will be shown in Sec-
tion III-D that, for linear parameterized and affine systems, the pro-
posed design includes the standard adaptive control design as a special
case.

Let us define feedback injection gain matrix C(�) and scaling gain
�(�) as follows:

C(t; x)
�
= �

@h(t; x)

@x
�(�)

�
=

dV (�)

d�
(14)

where V (�) is a differentiable K1 function to be chosen as a compo-
nent of the proposed design to ensure stability. The following theorem
provides the basic result on the proposed adaptive control design and
its stability analysis.

Theorem 1: Consider system (1) satisfying Assumptions 1–3 and
under adaptive control (12) and adaptation law (13). Then, the closed-
loop system is globally asymptotically stable ifN(t; z1),C(t; z1), and
�(kz2k

2) can be chosen such that matrixC(�) is integrable (in the sense
of (14)) and that matrix

Q(t; z)
�
=

2(1� �n)Qn �P (NT �+M)

�(N�+MT )PT (CM +MTCT )�
(15)

is positive semidefinite with respect to z = [zT1 zT2 ]
T

, where 0 < �n <

1 is any constant freely chosen z1 = x, z2 = ~� + h(t; z1)� h(t; 0),
and matricesQn(t; z1),P (t; z1), andM(t; z1; �; z2) are those defined
from (6), (5), and (8), respectively. Furthermore, if matrix Q(t; z) is
made positive definite with respect to z, ~�(t) converges to zero as time
approaches infinity.

Proof: It follows from (2) that, under adaptive control (12)
and adaptation law (13), the closed-loop system has the following
dynamics: For any choice of N(�)

_x =Fn(t; x)

� [F (t; x; �; U�(t; x; �))

�F t; x; �; U
�

t; x; �̂� h(t; x) + h(t; 0)

_~� =N(t; x)P T (t; x)x�
@h(t; x)

@x
Fn(t; x)

�
@h(t; x)

@t
+
@h(t; 0)

@t
:

Using (4), (8), and (14), we can rewrite the above equations of closed-
loop dynamics as

_z1 =An(t; z1)z1+M(t; z1; �; z2)z2 (16)

_z2 =N(t; z1)P
T (t; z1)z1�C(t; z1)M(t; z1; �; z2)z2: (17)

Now, choose the overall Lyapunov function to be

L(t; z) =
1

1 + c1
V

1+c
n (t; z1) +

1

2
V kz2k

2

where Vn(�) is that in Assumption 2, and V (�) is the sub-Lyapunov
function in (14). It follows from (16) and (17) that

_L = ��nx
T
Qn(t; x)x�

1

2
z
T
Q(t; z)z (18)

where 0 < �n < 1 is a scaling factor, and matrix Q(�) is given by
(15). Stability of x becomes obvious by invoking the property of matrix
Q(t; z) in (15) and applying it to (18). In the case thatQ(t; z) is positive
definite, both z1 and z2 converge to zero. It follows from the definition
of z2 that ~� converges to zero.

It is straightforward to show that matrix Q(�) in (15) is positive
semidefinite or positive definite if the following inequalities hold for
all z, for all t, and for all � 2 
�

2(1��n)� kz2k
2
�min(CM +M

T
C
T )�min(Qn)

> N(t; z1)� kz2k
2 +MT (t; z1; �; z2)

2

� kP (t; z1)k
2 (19)

where 0 < �n < 1, and �min(�) denotes the operation of finding the
minimum eigenvalue. Furthermore, it follows from (3) that inequality
(19) holds if

� kz2k
2
�min(CM +M

T
C
T )c1 (kz1k)

1�2�
3 (kz1k)

>
1

2(1� �n)
N(t; z1)� kz2k

2 +M
T (t; z1; �; z2)

2

� c
2
n

2c
2 (kz1k) :

In order to establish the above inequality or (19) or (15) for most
nonlinearly parameterized systems, the designer needs to invoke As-
sumption 1 and find bounds on all the terms associated with �. In cer-
tain cases, the initial condition of �̂ can be judiciously selected to yield
tighter bounds.

In the subsequent subsections, we will study how to make design
selections of N(t; z1), C(t; z1), and �(kz2k2) to establish global sta-
bility and convergence using the theorem, and to identify the types or
classes of nonlinearly parameterized systems to which the proposed
method is applicable.

C. Case Studies of the New Adaptive Control Design

In this subsection, in order to illustrate the theorem or condition (19),
adaptive control design is carried out for the following examples which
contain some of typical nonlinear parameterizations.

Example 1: Consider the following square system:

_x = �x�D(t; x)vec e
E (t;x)� + u

where x, u, � 2 <n, Ei(t; x) 2 < for i = 1; � � � ; n,
D(t; x) 2 <n�n, and vecf�g denote the column vector formed
by the elements. It follows that Fn(t; x) = �x, U�n = 0, and
U�p (t; x; �) = D(t; x)vecfeE (t;x)� g. Thus, it follows from (8) that
letting E(t; x) = diagfEi(t; x)g

M(t; x; �; z2)=�

1

0

D(t; x)E(t; x)diag e
E (t;x)[� ��z ]

d�:
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Let us choose Vn(t; x) = 0:5kxk2, c1 = 1, N(t; z1) = 0, and
�n = 0:5. It follows from (4) and (5) that P (t; x) = Qn(t; x) = I .
Hence, matrix Q(t; x) is positive semidefinite if

� kz2k
2 C(t; x)M(t; x; �; z2) +MT (t; x; �; z2)C

T (t; x)

�MT (t; x; �; z2)M(t; x; �; z2):

Letting C(t; x) = �[D(t; x)E(t; x)]�1�c(t; x) for some scalar func-
tion �c(�), we can rewrite the aforementioned as

2� kz2k
2 �c(t; x)

1

0

diag eE (t;x)[� ��z ] d�

�

1

0

diag eE (t;x)[� ��z ] d�ET (t; x)DT (t; x)D(t; x)

�E(t; x)

1

0

diag eE (t;x)[� ��z ] d�

which is guaranteed by

2� kz2k
2 �c(t; x)

1

0

diag eE (t;x)[� ��z ] d�

� kD(t; x)E(t; x)k2
1

0

diag e2E (t;x)[� ��z ] d�:

Therefore, functions �(kz2k2) and �c(t; x) should be chosen such that
for all i 2 f1; � � � ; ng

2� kz2k
2 �c(t; x) � kD(t; x)E(t; x)k2 eE (t;x)[� ��z ]:

Many choices exist; for instance, given j�ij � c0�, �c(t; x) =

kD(t; x)E(t; x)k2emax [jE (t;x)jc +E (t;x)] and �(�) = e�

(which implies V (�) = e� � 1). Thus, for the system, the
proposed adaptive control and adaptation law are given by
(12) and (13), respectively, provided that the resulting choice
C(t; x) = �[D(t; x)E(t; x)]�1�c(t; x) is integrable as specified by
(14). �

In Example 1, the choice of N(�) = 0 is made, and an additional
property can be concluded using the following corollary.

Corollary 1: Consider system (1) under adaptive control (12)
and adaptation law (13). If inequality (19) holds with the choice
of N(t; x) = 0, the theorem holds and biased estimation error
z2 = ~�(t) + h(t; x) � h(t; 0) is monotonously decreasing in mag-
nitude.

Proof: It follows from (17) that given N(t; x) = 0

dkz2k
2

dt
= �zT2 [CM +MTCT ]z2:

According to (19), the right hand side of the aforementioned is sem-
inegative definite, and, hence, monotone property of kz2k with respect
to time can be concluded.

The following example shows importance of the monotone property
in avoiding potential singularity of an adaptive control designed for
nonlinearly parameterized systems. It is shown that the proposed adap-
tive design does not need any projection (which would require addi-
tional and prior knowledge of a positive lower on �) commonly used
in existing adaptive design for systems with linear parameterization.

Example 2: Consider the following scalar system:

_x = �x�
1

1 + � (2 + sin(t) + x2)
+ u3; � � 0:

It follows that Fn(t; x) = �x, U�
n = 0, and U�

p (t; x; �) = 1=[1 +

�(2+ sin(t)+ x2)]1=3. It follows from (10) that M = M(t; x; �; z2)
and

M=
2+sin(t)+x2

[1+(��z2) (2+sin(t)+x2)] [1+� (2+sin(t)+x2)]
:

It is apparent that 0 < M(t; x; �; z2) < 1=� so long as �� z2 � 0.
For the system, Lyapunov function is chosen to be Vn(t; x) =

0:5x2. Hence, P = 1 and Qn = 1 with c1 = 1. Choosing
N(t; z1) = 0 and �n = 0:5, we can rewrite condition (19) as
2(1� �n)�(kz2k

2)C(t; z1) > M(t; x; �; z2), which holds under the
choices of C(t; z1) = 2 + sin(t) and �(kz2k2) = 1=� provided that
� � z2 � 0 is maintained.

According to (14), the choice of C(�) renders h(t; x) = �2x �
x sin(t). Thus, the corresponding adaptive control and adaptation law
given by (12) and (13) are u = 1=[1+(�̂+2x+x sin(t))(2+sin(t)+

x2)]1=3 and _̂
� = 2x + x sin(t) � x cos(t), respectively. It follows

from Corollary 1 that, by choosing �̂(t0) to be any value satisfying
�̂(t0) � �2x(t0) � x(t0) sin(t0), inequality � � z2(t) = �̂(t) +
2x(t) + x sin(t) � 0 holds for all t � t0. Thus, all the conditions are
satisfied, and the proposed control is well defined and singularity-free.�

Next, we consider a system to which standard adaptive control de-
sign could be applied through overparameterization. However, overpa-
rameterization generally leads to the loss of convergence of parameter
estimation.

Example 3: Consider the following scalar system:

_x = �x� (1 + x2)�� x�2 +
1

3
�3 + u:

It is apparent that Fn(t; x) = �x, U�
n = 0, and U�

p (t; x; �) = (1 +
x2)��x�2+�3=3. It follows from (8) that the design “matrix” is de-
fined byM(t; x; �; z2) = �

1

0
[1+x2�2x(���z2)+(���z2)

2]d�
and, hence, M(�) satisfies the inequality 1 < �M(t; x; �; z2) �
1 + 2x2 + 4�2 + 4z22=3.

Again, let us choose Vn(t; x) = 0:5x2, c1 = 1,
N(t; z1) = 0 and �n = 0:5. Equation (19) can be ex-
pressed as �(kz2k2)C(t; z1)M(t; x; �; z2) > M2(t; x; �; z2), and
it holds under the simple choices of C(t; z1) = �(1 + 2x2) and
�(kz2k

2) = (1 + 4�2)(1 + 4z22=3). Clearly, both C(t; z1) and
�(kz2k

2) are integrable, and h(t; x) = x + 2x3=3. Thus, with the
expressions of U�(�) and h(�), the proposed adaptive control and
adaptation law are readily given by (12) and (13), respectively. �

D. Application to Affine Systems With Separable Nonlinear
Parameterization

Next, consider the class of affine systems whose unknown parame-
ters are separated into several groups. That is

_x =F (t; x; �; u)

=Fn(t; x) +B(t; x)

� u�W (t; x)�1 �

�

j=2

fi(t; x; �i) (20)

where � � 1 is an integer, �i 2 <l with �
i=1 li = l, �1 2 <l

consists of linearly parameterized unknowns, and �i 2 <l with i � 2
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are nonlinearly parameterized, unseparable unknowns. In this case, the
proposed adaptive control becomes

u = W (t; x) �̂1 � h1(t; x) + h1(t; 0)

+

�

j=2

fj t; x; �̂j � hj(t; x) + hj(t; 0) (21)

and

_̂
�i = �Ni(t; x)P

T (t; x)x+
@hi(t; x)

@x
Fn(t; x)

+
@hi(t; x)

@t
�
@hi(t; 0)

@t
; 1 � i � �: (22)

Then, under the choices of (21) and (22), error dynamics are

_z1 =An(t; z1)z1 +

�

j=1

Mj(t; z1; �; z2j)z2j

_z2i =Ni(t; z1)P
T (t; z1)z1 � Ci(t; z1)

�

�

j=1

Mj(t; z1; �j ; z2j)z2j

where z1
�
= x, z2i

�
= ~�i + hi(t; z1)� hi(t; 0) for 1 � i � �

M1(t; z1)
�
= �B(t; z1)W (t; z1)

Mj(t; z1; �j ; z2j)z2j
�
=B(t; z1)

1

0

@fj(t; x; �j � �z2j)

@�z2j
d�

for 2 � j � �, and

Ci(t; z1)
�
= �

@hi(t; z1)

@z1
; 1 � i � �:

To see the effect of decomposition, let us consider Lyapunov func-
tion

Lh(t; z) =
1

1 + c1
V 1+c
n (t; z1) +

1

2

�

i=1

Vi kz2k
2 (23)

where z2 = [zT21 � � � zT2�]
T

. Taking the time derivative yields

_Lh(t; z) = ��nx
TQn(t; x)x�

1

2
zTQh(t; z)z

where 0 < �n < 1 is a constant, and Qh(t; z) is given in (24),
as shown at the bottom of the page (in which �i(�) = dVi(�)=d�,
% = diagf�1; � � � ; ��g, C = [CT

1 C
T
2 � � � CT

� ]
T

, and M =
[M1 M2 � � � M� ]). Comparing Qh(�) in (24) with matrix Q(�) in
(15), we know that the decomposition in (20) makes little difference

in yielding a successful Lyapunov design of adaptive control should
Lyapunov function is chosen to be of form (23).

Nonetheless, it is apparent that, if the system only has linear pa-
rameterization (i.e., l1 = l and � = 1), the proposed control (21)
and (22) with the choices of h1(t; x) = 0, �1 = 1, and N1(t; x) =
W T (t; x)BT (t; x) reduces to the standard adaptive control in (11). In
the general case that l > l1 or � > 1, we can choose N1(t; x) =
W T (t; x)BT (t; x) but not Ni = �MT

i (for 2 � i � �) as matrix
Mi is a function of not only t and x but also z2. Hence, the apparent
choices are �1 = 1,N1(t; x) = W T (t; x)BT (t; x),N2(t; x) = � � � =
N�(t; x) = 0, and C1(t; x) 6= 0 under which the design objective is
to choose C(t; x) and %(�) such that the resulting matrix of Qh(t; z) is
positive definite or semidefinite.

E. Extension to Nonlinearly Parameterized Systems in the Feedback
Form

In system (20), nonlinear parameterization is decomposed horizon-
tally into separable groups. Separation can also be explored vertically
in system dynamics. To motivate this, consider the following class of
affine systems:

_x = Fn(t; x) +B [�U�(t; x; �) + u] (25)

where B = [0 � � � 0 1]T . It follows from (8) that

C(t; z1)M(t; z1; �; z2)=�C(t; z1)B

1

0

K�(t; z1; ���z2)d�

=
@h(t; x)

@xn

1

0

K�(t; z1; ���z2)d�:

If @h(t; x)=@xn together withN(t; x) and �(�) can be chosen to make
Q positive semidefinite or definite; @h(t; x)=@xn is always integrable
to solve for biasing function h(t; x). Now, consider the class of non-
linearly parameterized systems in the feedback form

_x1 = x2 � U�

1 (t; x1; �1)

_x2 = x3 � U�

2 (t; x1; x2; �2)
...
_xn = u� U�

n(t; x1; � � � ; xn; �n):

(26)

In this case, the proposed nonlinear adaptive design can be carried
out with aid of the backstepping technique [9], [12]. At each step of
the backstepping design, the corresponding B matrix is simply 1 and,
hence, integrability is always guaranteed. The following corollary illus-
trates the combined design for n = 2, and adaptive control of system
(26) can be developed accordingly for any n > 2.

Corollary 2: Suppose that, for the two fictitious systems _x1 =
v1�U�

1 (t; x1; �1) and _x2 = v2�U�

2 (t; x1; x2; �2), adaptive controls
v1 = �x1 + U�

1 (t; x1; �̂1 � h1(t; x1) + h1(t; 0)) and v2 = �x2 +

Qh(t; z) =

2(1� �n)Qn �P NT
1 �1 +M1 � P NT

2 �2 +M2 � � � � P NT
� �� +M�

� N1�1 +MT
1 P T

� N2�2 +MT
2 P T

... %CM +MTCT%

� N��� +MT
� P T

(24)
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U�

2 (t; x1; x2; �̂2 � h2(t; x2) + h2(t; 0)) can be designed by properly

choosing _̂
�
i

and hi(�) according to the theorem. Then, adaptive control
u can be found for the second-order system _x1 = x2 � U�

1 (t; x1; �1)
and _x2 = u � U�

2 (t; x1; x2; �2).
Proof: Define that, for i = 1; 2, Zi� = [zi1 zi2]

T , and Z�i =
[z1i z2i]

T , and that Z12 = [z12 z21]
T , where

z11 = x1

z12 = �1 � �̂1 + h1(t; z11)� h1(t; 0)

z21 = x2 � U�

1 t; z11; �̂1 � h1(t; z11) + h1(t; 0) + z11

z22 = �2 � �̂2 + h2(t; z21)� h2(t; 0):

(27)

Select adaptation laws to be

_̂
�
1
= �N1(t; z11)z11 �N

0

12(t; z11)z21 �
@h1(t; z11)

@z11
z11

+
@h1(t; z11)

@t
�
@h1(t; 0)

@t

_̂
�
2
= �N2(t; z21)z21 �

@h2(t; z21)

@z21
z21

+
@h2(t; z21)

@t
�
@h2(t; 0)

@t
which are of the same form as (13) except for the extra term N 0

12(�).
It follows that, under the above adaptation laws and under adaptive
control

u = � z21 � z11 � S
2

2(t; x1; �̂1)z21

+
@U�

1 t; z11; �̂1 � h1(t; z11) + h1(t; 0)

@t

+
@U�

1 t; z11; �̂1 � h1(t; z11) + h1(t; 0)

@�̂1

_̂
�
1

� S2(t; x1; �̂1)x2

+ U
�

2 t; x1; x2; �̂2 � h2(t; z21) + h2(t; 0)

+ S2(t; x1; �̂1)U
�

1 t; z11; �̂1 � h1(t; z11) + h1(t; 0)

the closed-loop system associated with _x1 = x2 � U�

1 (t; x1; �1) and
_x2 = u � U�

2 (t; x1; x2; �2) can be rewritten as

_z11 = �z11 + z21 +M1z12

_z12 = N1z11 +N 0

12z21 � C1M1z12

_z21 = �z21 � z11 � S22z21 +M2z22 + S2M1z12

_z22 = N2z21 � C2M2z22

where M1 and M2 are defined (as previously) according to U�

1 (�) and
U�

2 (�), respectively, and

S2(t; x1; �̂1) = 1�
@U�

1 t; x1; �̂1 � h1(t; x1) + h1(t; 0)

@x1
:

Now, consider Lyapunov functionL = 0:5[z211+z
2

21+V1(kz12k
2)+

V2(kz22k
2). It follows that, by setting �n = 0:5

_L = �
1

2
kZ�1k

2 �
1

2
Z
T

1�Q
0

1
Z1� �

1

2
Z
T

2�Q
0

2
Z2� � 0:5ZT

12Q
0

3
Z12

where

Q
0

1

�
=

1 �(N1�1 +M1)

�(N1�1 +M1) C1M2�1

Q
0

2

�
=

1 �(N2�2 +M2)

�(N2�2 +M2) 2C2M2�2

Q
0

3

�
=

C1M1 � (N 0

12�1 + S2M1)

� (N 0

12�1 + S2M1) 2S22
:

It follows from the proposition that there are choices of C1, C2, N1,
and N2 under which, if the value of C1 is doubled, both Q

0

1
and Q

0

2

are positive semidefinite. Comparing matrices Q
0

3
and Q

0

1
, we know

thatQ
0

3
can also be made positive semidefinite by choosingN 0

12. Thus,
global stability can be concluded for the proposed adaptive control.

IV. CONCLUSION

A new design is proposed for adaptive control of nonlinear systems
with unknown parameters. The parameters can appear nonlinearly in
system dynamics, and the system may not be affine. The proposed de-
sign introduces a (nonlinear) biasing vector function into parameter es-
timation by subtracting itself from parameter estimate in the adaptive
control. The biasing function renders a new Lyapunov function and a
set of conditions for achieving global asymptotic stability of the state
and even global convergence of parameter estimation. The conditions
are illustrated by examples, and they are shown to be valid for several
nonlinear parameterizations. In addition, it is shown that the proposed
design can be combined with other nonlinear control design method-
ologies such as the backstepping design.

REFERENCES

[1] T. Ahmed-Ali and F. Lamnabhi-Lagarrigue, “Sliding observer-con-
troller design for uncertain triangular nonlinear systems,” IEEE Trans.
Autom. Control, vol. 44, no. 6, pp. 1244–1249, Jun. 1999.

[2] A. M. Annaswamy, F. P. Skanze, and A. P. Loh, “Adaptive control of
dynamic systems with convex/concave parameterization,” Automatica,
vol. 34, pp. 33–39, 1998.

[3] B. Aloliwi and H. K. Khalil, “Adaptive output feedback regulation of a
class of nonlinear systems: convergence and robustness,” IEEE Trans.
Autom. Control, vol. 42, no. 12, pp. 1714–1716, Dec. 1997.

[4] J. D. Boskovic, “Stable adaptive control of a class of first-order nonlin-
early parameterized plants,” IEEE Trans. Autom. Control, vol. 40, no.
2, pp. 347–350, Feb. 1995.

[5] ——, “Adaptive control of a class of nonlinearly parameterized plants,”
IEEE Trans. Autom. Control, vol. 43, no. 7, pp. 930–934, Jul. 1998.

[6] Z. Ding, “Adaptive control of triangular systems with nonlinear
parameterization,” IEEE Trans. Autom. Control, vol. 46, no. 12, pp.
1963–1968, Dec. 2001.

[7] H. K. Khalil, Nonlinear Systems, 2nd ed. Englewood Cliffs, NJ: Pren-
tice-Hall, 1996.

[8] H. K. Khalil and F. Esfandiari, “Semiglobal stabilization of a class of
nonlinear systems using Output feedback,” IEEE Trans. Autom. Con-
trol, vol. 38, no. 9, pp. 1412–1415, Sep. 1993.

[9] M. Krstic, I. Kanellakppoulos, and P. V. Kokotovic, Nonlinear and
Adaptive Control Design. New York: Wiley, 1995.

[10] W. Lin and C. Qian, “Adaptive regulation of cascade systems with non-
linearly parameterization,” Int. J. Robust Nonlinear Control, vol. 12,
pp. 1093–1108, 2002.

[11] R. Marino and P. Tomei, Nonlinear Control Design. Englewood
Cliffs, NJ: Prentice-Hall, 1995.

[12] Z. Qu, Robust Control of Nonlinear Uncertain Systems. New York:
Wiley, 1998.

[13] Z. Qu and Y. Jin, “Robust control of nonlinear systems in the presence
of unknown exogenous dynamics,” IEEE Trans. Autom. Control, vol.
48, no. 2, pp. 336–343, Feb. 2003.

[14] Z. Qu, “Robust control of nonlinear systems by estimating time variant
uncertainties,” IEEE Trans. Autom. Control, vol. 47, no. 1, pp. 115–121,
Jan. 2002.

[15] ——, “Adaptive and robust controls of uncertain systems with non-
linear parameterization,” IEEE Trans. Autom. Control, vol. 48, no. 10,
pp. 1817–1823, Oct. 2003.

[16] X. Ye, “Global adaptive control of nonlinearly parameterized systems,”
IEEE Trans. Autom. Control, vol. 48, no. 1, pp. 169–173, Jan. 2003.

[17] T. Zhang, S. Ge, C. C. Hang, and T. Y. Chai, “Adaptive control of first-
order systems with nonlinear parameterization,” IEEE Trans. Autom.
Control, vol. 45, no. 8, pp. 1512–1516, Aug. 2000.


