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A Self-Organizing Strategy for Power Flow Control
of Photovoltaic Generators in a Distribution Network

Huanhai Xin, Zhihua Qu, Fellow, IEEE, John Seuss, and Ali Maknouninejad

Abstract—The focus of this paper is to develop a distributed con-
trol algorithm that will regulate the power output of multiple pho-
tovoltaic generators (PVs) in a distribution network. To this end,
the cooperative control methodology from network control theory
is used to make a group of PV generators converge and operate at
certain (or the same) ratio of available power, which is determined
by the status of the distribution network and the PV generators.
The proposed control only requires asynchronous information in-
termittently from neighboring PV generators, making a commu-
nication network among the PV units both simple and necessary.
The minimum requirement on communication topologies is also
prescribed for the proposed control. It is shown that the proposed
analysis and design methodology has the advantages that the cor-
responding communication networks are local, their topology can
be time varying, and their bandwidth may be limited. These fea-
tures enable PV generators to have both self-organizing and adap-
tive coordination properties even under adverse conditions. The
proposed method is simulated using the IEEE standard 34-bus dis-
tribution network.

Index Terms—Distribution network, network control, power
flow control, PV generators, self-organization.

I. INTRODUCTION

I N recent years, there has been an increasing number of dis-
tributed generators (DGs) integrated into the modern distri-

bution network [1]–[3]. Among these DGs, PVs are becoming
an increasingly attractive source of renewable energy in certain
areas, especially as they become more commercially viable to
manufacture and install [4], [5]. However, the introduction of a
large amount of PV generation could have a negative impact on
the power system at large if the relevant stability and control is-
sues are not properly considered.

In a distribution network that contains a high level of pene-
tration of PV units but has an insufficient number of storage de-
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vices, a sudden disturbance (such as the change in sunlight due
to a passing cloud/storm) could trigger a rapid disconnection of
these PV generators or the reduction of their operating capacity,
resulting in a significant loss of active power support. The loss
of generation can lead to an array of problems, such as voltage
variation [4], [6], transient stability issues, and even voltage col-
lapse [7]–[9], making it desirable to develop a practical and ro-
bust scheme of controlling the total output of the PVs, especially
in the case that the distribution network is weak.

The optimal power flow (OPF) strategy is the standard
approach to dispatch and control traditional generators in the
transmission network [10]–[12]. The strategy has also been
applied to distribution networks that have a few DGs [13],
[14]. These results yield centralized controls by collecting the
system-wide information and sending the command globally.
For a power system whose transmission and distribution net-
works have numerous and geographically dispersed DGs, such
centralized controls are too expensive to be implemented and,
even if they could be done, the resulting system is not robust or
efficient.

On the other hand, a decentralized control mode, such as
the maximum photovoltaic power tracking (MPPT), constant
voltage and frequency (VF) with droop mode, or the feeder
power flow control mode [1], [2], [15], [16], is useful in the dis-
tribution network if there are only a few DGs present.

As the level of PV penetration increases, intermittent changes
of these PV outputs become too many to enumerate and con-
sider, and hence, it becomes intractable for either the decen-
tralized or centralized mode to adequately manage a distribu-
tion network, such as maintaining the voltage profile. Instead,
the practically feasible solution is a distributed control configu-
ration [17] that uses local communication networks and hence
combines the positive features of both centralized and decentral-
ized controls while limiting their disadvantages. Specifically, a
PV generator should incorporate whatever information is avail-
able from its neighboring generators or critical nodes into its
control law. This distributed control configuration is in line with
the concept that a future smart grid would include communi-
cation among network elements [3], [4]. This resulting control
problem becomes the so-called network control problem which
has systematically been studied in recent years and also success-
fully applied to such fields as cooperative robotic control [18],
[19].

The distinctive feature of an appropriately designed network
control is that it admits local and changing communication net-
works, is robust with respect to intermittency and latency of
its feedbacks, and also tolerates connection and disconnection
of network components. When a distribution network contains
many groups of DGs whose output may vary in wide ranges,
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the aggregated power output of all the DGs in each group can
be dispatched and controlled by coordinating the power output
level of each DG internally within the given group. For instance,
a simple solution to the power-output coordination problem is
to prescribe certain utilization profile for all of the PVs in a
group, and the so-called fair utilization profile is that the same
ratio of power output versus available power is imposed on all
individual PV generators. In general, the desired control algo-
rithm should be able to manage a large number of DGs but re-
quire only local information from neighboring units. By doing
so, groups of DGs can be formed autonomously based on the
presence of local communication networks, the power in a dis-
tributed network can easily dispatched and controlled, and pos-
sibly large swings in power outputs of distributed generators can
be tolerated.

In this paper, a self-organizing power control method is pro-
posed by applying cooperative control theory of networked sys-
tems to power distribution networks. The proposed control al-
gorithm can effectively control a large number of PVs which ex-
change information among their neighboring units, respectively.
The control can make the PVs in one group converge to any
given utilization profile while providing the desired power being
dispatched from the group. It is distinctive that the proposed
control can tolerate the changes in the distribution network, its
local communication network can be intermittent and have time
varying topologies, and its communication bandwidth can be of
minimum. Typical communication setups are discussed, and the
necessary and sufficient condition for stability and convergence
is also presented.

II. PROBLEM FORMULATION

A. Dynamical Model

Consider a distribution power system network with three-
phase inverter-based photovoltaic generators that use the decou-
pled d-q control method via phase locked loops (PLL). Under
the d-q frame, the terminal voltage of the th PV generator sat-
isfies and , where denotes the magnitude
of the terminal voltage [15]. Thus, output power of the ith PV
generator can be expressed as

(1)

where and are the output currents in the d-axis and
q-axis, respectively; and and denote the active and
reactive power.

If an integration control design is pursued for and ,
then the dynamics of the distribution system are described by
the following differential-algebraic equations:

(2)

(3)

(4)

(5)

(6)

where (2) and (3) denote the d-loop and q-loop dynamics
through which the active and reactive power outputs can be
controlled; variables and are the control inputs to be de-
signed; is a vector of an appropriate dimension, and it denotes
all the internal network state variables including dynamics of
the PV generators, loads, and synchronized generators; is a
vector of algebraic variables in the distribution network such
as the voltages of buses; and (6) is the power flow equation of
the distribution network.

Controls and are to be designed to
control active and reactive power outputs of PV generators so
that the power flow of the network is reasonable. Toward this
goal, the changes of the PVs’ outputs can be considered to be
much slower than the dynamics of PVs’ internal variables, and
hence, it can be assumed that the dynamics of (4) have been
made asymptotically stable by their controls. In other words,
fast dynamics of can be considered negligible compared to the
slowly changing power flow variables. Accordingly, the simpli-
fied dynamical models for the distribution network are denoted
by

(7)

(8)

(9)

(10)

where , and all the other variables are the
same as those in (2)–(6). In what follows, a distributed cooper-
ative control will be designed for system (7)–(10).

B. Problems to be Solved

In a distribution network with many PV generators, its oper-
ating condition needs to be adjusted due to many varying factors,
such as load and sunlight fluctuations. As was pointed out in
the introduction, it would be impossible to determine and main-
tain a feasible operating condition if all of the PV generators
are independently run under the decentralized control configu-
ration shown in Fig. 1(a). The centralized control mode shown in
Fig. 1(b) is neither practical nor reliable since it requires global
collection and exchange of information. To handle numerous
PV generators in the network, we propose to implement the dis-
tributed control configuration as shown in Fig. 1(c).

The basic idea of the proposed distributed control is that, by
incorporating local communication networks that share infor-
mation among neighboring units, numerous PV generators au-
tonomously form a number of generation groups and that each
group is represented by a virtual generation unit which aggre-
gates all the power generated within. The outputs of these virtual
generators can be dispatched and controlled by a high-level con-
trol (which is equivalent to a transmission and distribution con-
trol center). While the latter is similar to the centralized control
configuration, the proposed control configuration requires much
less communication since the numerous distributed generators
do not communicate with the higher-level control.

Once the power output of each group is dispatched, the pro-
posed cooperative control coordinates all the outputs of PV gen-
erators in the same group so that, even though the output ca-
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Fig. 1. Three different control modes in a distribution network (the dash
arrows represent information flow). (a) Decentralized mode. (b) Centralized
mode. (c) Distributed control mode.

pacity of individual PVs may have large swings, a given profile
is achieved for their utilization and the sum of their outputs con-
verges to the dispatched value. This feature makes it possible
for all the active PVs to self-organize themselves and be con-
trolled. The local information sharing within one group of PVs
may be intermittent, asynchronous, and of varying topology.
In other words, the proposed control is robust with respect to
possible variations and limitations of communication networks.
The utilization profile for PVs in the group can be determined
according to such considerations as economic and regulatory
policies. In what follows, the proposed distributed cooperative
control is designed for the case of the fair utilization profile, that
is, that all of the PVs in a designated group are to be run at the
same active and reactive power output ratios. Mathematically,
this control problem can be stated as follows.

Problem 1: Design controls and for
system (7)–(10) such that, at the equilibrium operating point, the
utilization profile of PVs is described by the following ratios:

(11)

and

(12)

where is the given output ratio for the ac-
tive and reactive power for all the PV generators, respectively;

and are the instantaneous maximum capacity of

and , respectively; and all the are assumed to have
the same sign, and so do all the .

The ratios in (11) and (12) are the utilization percentages of
all the PV units and they are commanded to be the same at the
steady state. Accordingly, the control objective of (11) and (12)
is referred to as the fair utilization profile. In general, a distri-
bution network can dictate any specific utilization profile. For
instance, utilization ratio may be desired to converge to
for different . In this case, the designer can introduce the gain
of so that the transformed utilization ratio of
needs to converge to the common ratio . In other words, any
specific utilization profile can be converted into the fair utiliza-
tion profile in (11) and (12) for which the proposed cooperative
control is designed. It should be noted that a balanced distribu-
tion network is considered in problem 1. If the distribution net-
work is unbalanced, the energy management should be different
because the output power contains a periodic part resulting from
the negative current and voltage. For this case, the power in (11)
and (12) should be replaced by the positive output power.

By introducing the utilization profile (11) and (12), each of
the PVs can be controlled by comparing its operation to that
of any or some of its neighboring units, and there is no need for
every PV unit to communicate with every other unit or the high-
level control. Accordingly, the proposed distributed control for
each PV generator is of the general form

(13)

where denotes the output of the high-level control; rep-
resents the output of the th PV generator (for );

is the matrix defined below to describe the instanta-
neous communication topology:

...
...

. . .

(14)

In (14), for all ; if the output of the
th PV generator is known to the th PV generator at time ,

and if otherwise; if the th PV gener-
ator receives information from the high-level control at time ,
and if otherwise. As shown in Fig. 1(c), the pro-
posed control utilizes certain neighboring information but does
not assume any global information. In the extreme case that
the high-level control collects information from and sends com-
mand to all the PVs, matrix S in (14) has 1 as its entries in the
first column, and the corresponding control becomes the central-
ized control configuration in Fig. 1(b). The other extreme case
is that none of the PVs exchange information with each other
or the high-level control, then matrix S has entries for
any , and the proposed control reduces to a decentralized
control.

The specific expression of the control (13) will be synthe-
sized in Section IV-A. In both the control (13) and matrix S of
(14), the identity of means that the control at every PV
generator can and should utilize its own output as one of the
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feedback. Whether or not the high-level command or informa-
tion from other PV generators is available at the th generator
is determined by the current status of its communication net-
work represented by the th row of communication matrix .
Intuitively, it would be sufficient for all the PV generation units
to be controlled properly if each of the PVs can receive some
information from some of its neighboring units and if the com-
mand of the total dispatched power is sent to some of the PVs
in a group. This brings out the problem of determining the min-
imum information sharing that must exist among the group of
PV generators and between the group and the high-level con-
trol. That is, the requirement on communication network needs
to be specified to ensure the proposed distributed control would
work, and it is stated as the following problem.

Problem 2: Determine how the local communication network
among the PVs (the matrix) should be designed in order to en-
sure efficiency and reliability of the network while minimizing
economic costs.

It should be emphasized that the proposed distributed control
admits time varying, intermittent, and asynchronous communi-
cation networks. In fact, given any limited bandwidth of one
communication node, it would be better for the convergence of
networked control that the node sends its information intermit-
tently to different nodes in its vicinity. This means that, in (14),
communication matrix is time-varying in general or, more
precisely, piecewise constant. Specifically, consider

(15)

which means that changes at , or simply,
for . The time-varying nature of

matrix S also implies that the proposed distributed control has
inherent robustness against interruptions, data loss, and other
phenomena of a typical communication network.

Problem 2 defined above arises naturally from the fact that
both the communication network topology and the availability
of PVs are time varying. In addressing the problem, we aim to
find a simple condition on feasible and convergent sequences
of . The basic rule for designing appropriate
local communication topology will further be discussed in
Section IV. Through such a design of local communication
network, the candidate sequences of can be
chosen to ensure the convergence of the distribution network
under the proposed control. Due to the time-varying nature
of local communication networks and their resulting coop-
erative controls, the resulting closed loop system around the
equilibrium point is piecewise-constant, and its stability has to
be analyzed in terms of convergence of matrix sequences. In
other words, the proposed control can be designed by using the
state-of-the-art approach from cooperative control of networked
systems rather than traditional methods such as eigen-analysis
and pole placement.

Upon the solutions to Problems 1 and 2 being found, all the
PVs are organized into a number of groups and, within each
group, the PV generators are controlled to satisfy the given
utilization profile. Accordingly, each group of the PVs can
be viewed as a virtual generator of a larger capacity and with

an aggregated output. The aggregated outputs of these virtual
generators would be dispatched and in turn the operating ratios
in group’s utilization profiles are determined, which results
in much less long-distance communication and also a much
simpler design for a high-level control [see that in Fig. 1(c)]
to address ancillary service issues, given the large numbers of
PVs in the distribution network.

Thus, depending upon the needs of the particular distribution
network of our concern, the high-level control can be designed
according to one of several objectives. Among the possibilities,
the high-level control can be designed to be either a balanced
generator in the islanding operation, or a virtual power plant
for load management [20], or a smart agent for maintaining fre-
quency or a desired voltage profile [1], [6], and so on. Rele-
vant to this paper is the study in [21] where the power at the
feeder is kept constant such that all the rest of the load demands
are picked up by DGs. In this case, the feeder becomes a truly
dispatchable load from the utility side, allowing demand-side
management arrangements. In this paper, the idea of making
the load constant to the utility grid is extended; in particular,
the high-level control is designed so that the reactive power is
controlled to support the voltage at some critical bus and to keep
the active power consumed by loads in an area or at a feeder to
be constant. This leads to the third problem to be solved in the
paper.

Problem 3: Based on the solutions to Problems 1 and 2, de-
sign a high-level control [as shown in Fig. 1(c)] for the system of
(7)–(10) such that, for each group of PVs, the voltage of a crit-
ical bus is of a specific value and the active power flow across
certain transmission line is of a fixed amount. Namely, the fol-
lowing set points are achieved at the equilibrium:

(16)

(17)

where and are the given reference values; and
represent the voltage of the selected bus and the active

power over the chosen transmission line, respectively. Note that,
in (16) and (17), variables and are functions of the
outputs of PVs and, for simplicity, the functional dependence is
denoted by .

Several observations are worth making here regarding the
aforementioned design problems.

1) The design problems 1–3 are defined explicitly in terms
of dynamics of PV generators, and they can be extended
by incorporating dynamics of other types of DGs. That is,
for a distribution network with other types of DGs such
as wind generators, the same design problems can be for-
mulated and solved for energy management. As argued in
[21], a hierarchical control architecture should be used to
control the distribution network with many DGs. In this re-
gard, Problem 3 is the high-level control, Problems 1 and
2 are the middle-level control within each of the groups
of DGs, and also there are low-level individual controls
[which are already embedded into (7)–(10)] at each of the
DGs to control the individual output. To apply such, the
DGs can easily be classified into groups according to their
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location and proximity, for instance, at a feeder, within a
communication zone, solar/wind farms, etc. How to best
partition DGs into groups is an important problem, but it
is out of the scope of this paper. In our simulation study,
all the PVs connected to the same feeder are considered to
belong to one group.

2) In Problems 2 and 3, a DG group is controlled to act as a
virtual FACTs element supporting the voltage of a critical
bus. In general, it is difficult to determine the critical bus
for a large-scale power system. The common practice is by
simulations or by experience. For a radial distribution net-
work, existing simulation studies [2], [6] have shown that
the bus at the end of a feeder is typically the one subject to
voltage violation when power from DGs changes intermit-
tently. Thus, in our simulations, the end bus of a feeder is
chosen to be the critical bus.

3) Problem 3 aims to coordinate any given DG group with
the overall power grid. The desired active and reactive
power output (i.e., reference values and ) of
the PV group can be determined by either offline or on-
line optimization approach or by one of the market-based
approaches [6], [13], [22]. Once and are ob-
tained, the extended power flow equations of (6) and of
(16) and (17) could be used to determine the group’s aggre-
gated power output (which in turn yields the actual output
ratios of the active and reactive power, and ). If
the high-level control could collect enough information
(including the parameters of the power system network
with virtual DG generators), the desired output ratios of
every PV group can be calculated directly. Otherwise, the
high-level control for system coordination needs to be de-
signed as prescribed in Section IV-B.

III. RULE OF COMMUNICATION TOPOLOGY DESIGN

As outlined in the previous section, the topology of the
local communication network among the PVs in one group
can be intermitted (time varying) and asynchronous, in which
case the communication matrix describing the topology
becomes piecewise constant. To ensure that a given utilization
profile is achieved among one group of PVs, there need to be
local information sharing among the DGs. Heuristically, the
more communication channels there are, the more information
propagates within the group, and the faster the convergence
to the desired utilization profile. However, this quickly be-
comes an uneconomical solution to the problem. It follows
from cooperative control theory [23] that the minimum re-
quirement on the communication topologies is the so-called
sequential completeness condition. Mathematically, this re-
quirement is that the sequence of communication matrices

be sequentially complete in the
sense that, over an infinite sequence of finite consecutive
intervals, the composite graph over each of the intervals (or
the binary product of all the matrices of S over the interval)
has at least one globally reachable node (in the sense that all
other nodes can be reached from the globally reachable node
by following the directed branches of the graph) [23]. Thus,
for the purpose of distributed control design, the following

Fig. 2. Sample graphs of communication topology. (a) Existence of one glob-
ally reachable node. (b) Absence of globally reachable node.

rule is given for designing local communication networks and
scheduling local communications.

Rule: Communication matrix S is piecewise constant, and the
corresponding sequence is sequen-
tially complete.

The above sequential completeness condition is a very pre-
cise method to schedule local communication, and it is also
the necessary and sufficient condition for any properly-designed
cooperative system to converge [18], [23]. A more restrictive
(sufficient but not necessary) condition is that the composite
graph is strongly connected (which implies that, by following
the directed branches, every node can be reached from any other
node). To illustrate its application, consider communication ma-
trix and construct the corresponding graph by linking the
nodes according to nonzero entries in . One can easily deter-
mine whether the resulting graph has at least one globally reach-
able node or not. For instance, consider the graphs in Fig. 2.
Fig. 2(a) has node 0 as the unique globally reachable node; and
none of the nodes in Fig. 2(b) is globally reachable because there
are two isolated groups of nodes.

The above general method can be used to verify or establish
the sequential completeness condition, and the details can be
found in [18] and [23]. In designing distributed control for PVs
in a distribution network, we choose to focus our attention to the
following very special case of local communication topology: If
matrix has at least one globally reachable node for every

, then sequence is guaranteed to be sequentially
complete. The following example further explains this special
case for the sequential completeness condition. Consider a ma-
trix sequence defined by for

where , 1, 2 and is an integer:

Fig. 3 plots the graphs corresponding to those communication
topologies. It follows from Fig. 3 that the information can prop-
agate from node 0 to nodes 1, 2, and 3. Therefore, all of the
communication matrices are complete by themselves, and so are
their sequences.

While not necessarily required, this special case can be used
to design and implement a redundant local communication
network which satisfies the so-called rule of “N-n”. Namely,
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Fig. 3. Graphs for time-varying communication topologies.

when n communication channels cannot work properly in some
amount of time, the communication matrix corresponding to
the remaining communication channels should be kept to be
complete. It should be also noted that the convergence rate
of the closed loop system depends upon connectivity of the
communication network, so it is important to design a reason-
ably connected local communication network within certain
physical and economic constraints.

IV. COOPERATIVE CONTROL STRATEGY

A. Control Strategy for Fair Utilization

In this subsection, the high-level control is assumed to have
sufficient information, such as the exact parameters and the (ag-
gregated) states of the distribution network, so that the desired
output ratios and can be computed directly using the ex-
panded power flow equations. This assumption will be removed
in the subsequent subsection.

It follows from (7)–(9) that

(18)

(19)

The cooperative control laws for the th PV generator are

(20)

(21)

where and are the gains

(22)

and is the generic entry of matrix defined in (14) for .
Similarly, can be defined for and is its generic entry.

Without loss of any generality, let us choose for simplicity
that

(23)

Then, it follows from (18)–(21) and (23) that the closed loop
system becomes

(24)

(25)

The following theorem shows that, if the PV generators are
controlled by (20) and (21), their active and reactive power uti-
lization profiles converge to the desired values defined in (11)
and (12), respectively.

Theorem 1: Consider control laws (20) and (21) and suppose
that the communication rule is satisfied among the PVs. Then,
the output ratios of their active and reactive power converge uni-
formly and asymptotically to the common values of and ,
respectively.

Proof: System (24) can be rewritten as

(26)

where . On the other hand, constant is the
trajectory of the following virtual system:

(27)

Therefore, stability of system (26) is identical to that of the fol-
lowing extended system consisting of (26) and (27):

(28)

It follows from [23, theorem 5.4] that, if communication
matrix defined by (22) is sequentially complete, system
(28) uniformly asymptotically converges to , where

and is the constant determined
by the initial state and topology changes. It follows from

that . Thus, uniformly
asymptotically converges to . Similarly, reactive power
ratios also converge to the common value of .

Theorem 1 provides the solution to both Problems 1 and 2.
The salient features of the proposed distributed control have
been described in Sections II and III, and they will be illustrated
in Section V.
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Fig. 4. Control for determining the desired ratio of Q.

Fig. 5. Control determining the desired ratio of P.

B. Control Design for System Coordination

Since the high-level control may not have enough informa-
tion to determine the desired utilization ratios, we propose the
following distributed control (also shown in Fig. 4) to adjust the
reactive power ratio:

(29)

where is the critical bus voltage of interest; is the up-
dated value which is used as the input for (25); and
is an input for achieving additional objectives (to be explained
shortly). In parallel, the active power control over a specified
transmission line is controlled according to Fig. 5 and as

(30)

where is the desired active power over the given transmis-
sion line; is the resulting utilization ratio that drives (24); and

is an input for other considerations. Intuitively, the
physical meanings of controls (29) and (30) are that, if the bus
voltage (or real power transmission) is less than its reference
value, the proposed distributed high-level control is to command
some of the PVs (through its local communication network) to
increase their reactive (or real) power ratio and that the rest of
PVs will also cooperate toward the same goal under their dis-
tributed cooperative controls. Hence, an increase of in (30)
should result in an increase of until reaches its de-
sired reference value of .

Combining (20), (21) and (29), (30) yields the complete set
of distributed control laws:

(31)

Mathematically, by choosing gains and to be small
enough, then the desired utilization issued by the high-level con-
trols changes much slower than the outputs of the PVs. It is
known [23] that the system in the form of (28) is exponentially
convergent to and it is robust with respect to any distur-
bance in terms of for every pair of . Accordingly,
[23, theorem 5.4] can be used to conclude that, due to the separa-
tion of time scales, system (24) and (25) remains to be asymptot-
ically convergent (to the common desired utilization ratios) and
so is the closed loop system under the entire set of distributed
control (33). This result provides the solution to Problems 1, 2,
and 3.

The following two remarks are worth noting about the dis-
tributed high-level controls. 1) PVs can also be used to damp
possible oscillations existed in a power system network or to im-
prove the long-term stability by designing the additional control
inputs and (shown in Figs. 4 and 5)
in a way similar to the PSS and AVR controls for synchronous
generators. This subject will be studied in future research, but
in this paper, these additional inputs are set to zero. 2) The
high-level controls can also be implemented discretely, that is,
the following updating laws can be used instead:

(32)

(33)

where and are the step sizes in adjusting the utilization
ratios; is the standard sign function; .
are the time instants of updating.

C. Further Discussions on Distributed Control

In addition to the distinct features already described in
Sections II and III, the following observations are also worth
noting about the proposed distributed controls.

1) In the distributed controls, is assumed to be
nonzero. In the event that some of the PV generators
are out of service (due to weather or otherwise), the
apparent singularity of can be avoided
by using the simple rule that, if , the th
column of communication matrix S is set to zero. That
is, a PV generator in any group is ignored unless it has
meaningful power generation capacity.

2) It has been shown that is not required for
all the PVs. This means that the interaction between the
distributed high-level controls and distributed coopera-
tive controls can also be intermittent and time varying. In
particular, when the dispatched power over certain trans-
mission lines is changed or critical bus voltages are ad-
justed, only their reference values in the high-level con-
trollers need to be modified.

These two features imply that the proposed two-level dis-
tributed controls are very flexible and effective, which enable
the groups of PVs to be truly self-organizing according to their
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Fig. 6. Diagram of the IEEE 34-bus network.

capacity and local communication networks. Should more paths
be added into the local communication networks, the faster the
system converges, which will be illustrated in the simulation
study.

V. SIMULATION STUDY

In this section, the standard IEEE 34-bus distribution network
is used to illustrate effectiveness of the proposed distributed
two-level controls. The network has its main voltage at 24.9 kV.
Its topology is shown in Fig. 6. Its DGs include 16 PV genera-
tors and one gas turbine generator. Simulations are done using
Digsilent, and balanced distribution networks are considered.

The parameters of the system can be founded at the link http://
ewh.ieee.org/soc/pes/dsacom/testfeeders.pdf. Basic operational
conditions, dynamical models, and other settings are:

PV parameters: The initial maximums of active and reac-
tive power are set to 1 MW and 1 MVAR, respectively.
Loads: . Their model is com-
posite (a dynamical part and a constant impedance part of
50% each).
Gas turbine generator: Its active power is 2 MW and
the terminal voltage is set to 1.0 p.u.; the default model

in Digsilent is used with IEEE Type 1 control for AVR,
PSS_ostab1 model for the PSS, and the IEEE-G1 model
for the governor.
PV generators: .
External grid: An infinite bus (1.0 p.u.).
The parameters in the aforementioned dynamical models
are included in the Appendix.
High-level controls: The voltage is controlled for the crit-
ical bus to which PV 1 is connected (recall that, as dis-
cussed in Section IV, the last bus in a feeder is typically
chosen for a radial network with intermittent DGs); active
power control is to keep a constant amount of power move
downstream of the feeder (line 1 and its positive direction
are shown in Fig. 6).
Matrix of communication topology: The local commu-
nication network is represented by matrix S in (34) where

denotes the ith PV generator and is
the high-level controller (which coordinates the aggregated
power and hence is considered to be a virtual PV generator
in the lead). Unless mentioned otherwise, matrix S of (34)
is the one used in the simulation:

...
...

...
...

...
. . . ...

(34)

As specified by (34), the 1st and the 2nd PV generators
receive the information from the high-level control; gener-
ators G1, G2, G3, and G6 are closely coupled, and the rest
of generators follow G2 up to G6 by receiving information
from them.

It is easy to verify that the aforementioned communica-
tion topology satisfies the communication rule presented in
Section III. In fact, the communication topology is intentionally
chosen to be redundant so that, if some of the entries in matrix
S were to switch from 1 to 0 intermittently, the communication
rule should still be observed unless many of the communication
channels stop working at the same time. This shows that the
local communication network can be designed to be robust.

In this distribution network, the distributed generators (in-
cluding the gas turbine generator) provide power to not only
the local loads but also the external main grid. In the simula-
tion, total penetration levels of DGs and PVs are to be increased
up to about 360% and 220%, respectively. The corresponding
voltages at the PV terminal buses are shown in Table I with dif-
ferent PV penetration levels (provided that all the PVs are run
according to the fair utilization profile and their power factors
are also kept to be same). From this table, one can see that, if
the penetration level of PVs is raised further, the bus voltage
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TABLE I
PVS’ TERMINAL BUS VOLTAGE FOR DIFFERENT LEVELS OF PV PENETRATION

shall go out of the feasible range (0.9 p.u.–1.1 p.u.). Thus, un-
less being controlled appropriately, operations of this system
will have voltage problems under certain disturbances.

The subsequent simulation study is to verify that, under dis-
turbances and interruptions, the proposed distributed two-layer
control can make the system operate well and all the PV gener-
ators’ outputs converge according to the desired utilization pro-
file. The following cases are simulated:

1) short-circuit faults;
2) changes in sunlight;
3) load changes and intermittent communication interrup-

tions.

A. Dynamic Responses to Short Circuit Faults

The fault location is labeled by point (a) or the associated red
dot in Fig. 6. The fault at point (a) occurs at 0.0 s and is cleared
after 0.12 s. The resulting dynamical responses of the network
are shown in Fig. 7.

Fig. 7 shows that the system is asymptotically stable under
this fault and the corresponding time scales are in seconds. In
comparison, dynamics of internal state variables such as those
of synchronized generators are much faster than the changes in
PV generators’ outputs. This validates the assumption (made in
Section II) that, for the power control problem, those internal
dynamics can be ignored.

It can also be observed that, at the time that the fault oc-
curs, the active power generated by the PV generators decreases,
and so does the active power across line 1. Accordingly, the
high-level control commands PV 1 and PV 2 to increase their
power output ratios and, as the result of the proposed cooper-
ative control, all the rest of PV generators follows. At the end,
all the PV generators asymptotically reach the fair utilization
profile. This transient process is plotted in Fig. 7(3). Reactive
power is controlled in a similar way, as shown in Fig. 7(4).

B. Dynamic Responses to Rapid Changes in Sunlight

Next, sudden changes of available power due to weather con-
ditions are considered. In the simulation, the maximum active
power capacity of PV 1, PV 3, and PV 5 are to vary between
10% and 100%, as shown in Fig. 8(1).

Fig. 7. Dynamic responses under fault (a): (1) Frequency of gas-turbine gener-
ator. (2) Angle of the gas-turbine generator. (3) Active power output ratios for
PV generators 1 to 4. (4) Active power output ratios for PV generators 1 to 4.
(5) Critical bus voltage. (6) Active power transmitted over line 1.

Fig. 8 shows the dynamical responses of the system. In
particular, the active/reactive power output ratios are shown
in Fig. 8(2) and (3), respectively; and the power transmitted
over line 1 and the bus voltages are plotted in Fig. 8(4) and (5),
respectively.

When the sunlight reaching a PV generator starts to decrease,
the active power output ratio initially increases since the max-
imum available power of the corresponding PV generator is de-
creased. This process is apparent in Fig. 8(2) and (3) in which
the active power output follows the trend of changes in sunlight
except for the transient responses due to the aforementioned
reason and to the controls.

As sunlight changes, the distributed cooperative control
makes PV output ratios converge to new operating points de-
termined by the distributed high-level controls. The high-level
controls do not know the current generation capacity of all the
PV generators since they communicate only with PV generators
1 and 2. Nonetheless, during the whole period of system opera-
tion, the active power sent over line 1 and the bus voltages are
maintained around their designated values, which are shown
in Fig. 8(4) and (5). This confirms the features claimed in the
previous discussions.

Under the proposed power flow control method, the feeder
can be considered from the viewpoint of bus (b) to be a virtual
emulated load of constant active power, and the inner voltage of
this feeder can be controlled by reactive power control of the PV
generators. Fig. 9 shows the changes of real and reactive power
output ratios. Therefore, the effects due to the fluctuations of the
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Fig. 8. Responses under sunlight changes: (1) Sunlight changes. (2) Active
power outputs of PV generators 1, 2, 3 and 5. (3) Reactive power output ratios
of PV generators 1, 3, and 5. (4) Active power across line 1. (5) Voltages at the
critical buses. (6) Rotor angle of the gas-turbine.

Fig. 9. Responses to sunlight changes: (1) Active power ratios of PV 1, PV 3,
and � . (2) Reactive power ratios of PV 1, PV 3, and � .

PV real power generation can be reduced or minimized by im-
plementing local information sharing and cooperative controls.
It is believed that the proposed method can be applied to solve
voltage regulation problems.

C. Load Changes and Communication Interruptions

The previous simulations show that PV generators can au-
tonomously adjust their outputs to converge to a prescribed uti-
lization profile (i.e., the fair utilization profile). In what follows,
a case is studied to show that the proposed control also has

Fig. 10. Intermittent interruptions in communication channels.

Fig. 11. Responses to load changes with and without intermittent communica-
tion.

strong robustness against communication interruptions and load
variations.

Consider the following severe case that local communica-
tion network is interrupted intermittently and the loads vary
simultaneously.

1) The simulated communication interruptions are chosen as
follows: the communication channels of ,

, and are intermittent, and the time instants
of their changes are random [whose changes are shown
in Fig. 10(1), in which “1” means that the corresponding
channel is working and “0” otherwise).

2) All loads ramp to 200% of the base levels within 1 s, and
10% loads of the base loads are cleared at 5 s and 10 s,
respectively.

Dynamical responses of the gas-turbine generator and the PV
generators are shown in Fig. 11, in which the dashed and solid
trajectories represent the results without or with communication
interruptions. The output ratios of representative PV generators
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Fig. 12. Responses to intermittent communication and load changes. (1) Active
power ratios of PVs 1–3. (2) Reactive power ratios of PVs 1–3.

(PVs 1–3) are plotted in Fig. 12. As expected, we see by com-
paring solid and dashed trajectories that convergence is faster
without communication interruptions.

VI. CONCLUSION

A distributed two-level control scheme is proposed for power
control of groups of PV generators in a distribution network.
The proposed control guarantees that the distribution network
can autonomously adjust itself to a feasible operating point
(after disturbances occur) and that all the PV generators in one
group converge to a prescribed utilization profile. The proposed
controls require only intermittent information sharing among
neighboring generators, and topologies of local communication
networks can be time varying. As long as the communication
networks meet the minimum information exchange require-
ment (of the matrix sequence being sequentially complete),
the proposed controls ensures convergence. Simulations of
the IEEE benchmark distribution network are used to validate
the features and effectiveness of the proposed method. The
proposed design methodology is also applicable to distribution
networks with different types of DGs including solar-, wind-,
and ocean-energy power generators.

APPENDIX

The parameters for the gas turbine generator are:
, , , ,

, , , ,
, .

The AVR model in the gas turbine generator is the IEEE type
1 [24]. Its transfer function is shown in Fig. 13 and the parame-
ters are: , , , ,

, , , ,
.

The PSS in the gas turbine generator is the PSS_ostab2 model
provided by the Digsilent. The transfer function is shown in
Fig. 14, in which the parameters are: ,

, , , ,
, , ,

Fig. 13. Transfer function of IEEE-1 exciter.

Fig. 14. Transfer function of PSS-ostab2.

Fig. 15. Transfer function of Gov-IEEEG2.

Fig. 16. Transfer function of load dynamics.

, , .

The governor in the gas turbine generator is the IEEE-G2
model, the transfer function is shown in Fig. 15, and the param-
eters are: , , , ,

, .
The parameters for the PV generators are: ,

, , .
The dynamical model for the loads is shown in Fig. 16, and

the parameters are: , ,
, , .
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