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Abstract: The focus of this paper is to develop a distributed control algorithm that will regulate the power output of multiple photovoltaic generators (PVs) in a distribution network. To this end, the cooperative control methodology from network control theory is used to make a group of PV generators converge and operate at certain (or the same) ratio of available power, which is determined by the status of the distribution network and the PV generators. The proposed control only requires asynchronous information intermittently from neighboring PV generators, making a communication network among the PV units both simple and necessary. The minimum requirement on communication topologies is also prescribed for the proposed control. It is shown that the proposed analysis and design methodology has the advantages that the corresponding communication networks are local, their topology can be time varying, and their bandwidth may be limited. These features enable PV generators to have both self-organizing and adaptive coordination properties even under adverse conditions. The proposed method is simulated using the IEEE standard 34-bus distribution network. 1
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I. Introduction

In recent years, there has been an increasing number of distributed generators (DGs) integrated into the modern distribution network [1-3]. Among these DGs, PVs are becoming an increasingly attractive source of renewable energy in certain areas, especially as they become more commercially viable to manufacture and install [4, 5]. However, the introduction of a large amount of PV generation could have a negative impact on the power system at large if the relevant stability and control issues are not properly considered.

In a distribution network that contains a high level of penetration of PV units but has an insufficient number of storage devices, a sudden disturbance (such as the change in sunlight due to a passing cloud/storm) could trigger a rapid disconnection of these PV generators or the reduction of their operating capacity, resulting in a significant loss of active power support. The loss of generation can lead to an array of problems, such as voltage variation [4, 6], transient stability issues, and even voltage collapse [7-9], making it desirable to developing a practical and robust scheme of controlling the total output of the PVs, especially in the case that the distribution network is weak.

The Optimal Power Flow (OPF) strategy is the standard approach to dispatch and control traditional generators in the transmission network [10-12]. The strategy has also been applied to distribution networks that have a few distributed generators (DGs) [13, 14]. These results yield centralized controls by collecting the system-wide information and sending the command globally. For a power system whose transmission and distribution networks have numerous and geographically dispersed DGs, such centralized controls are too expensive to be implemented and, even if they could be done, the resulting system is not robust or efficient.

On the other hand, a decentralized control mode such as the maximum photovoltaic power tracking (MPPT), constant VF (Voltage and Frequency) with droop mode, or the feeder power flow control mode [1, 2, 15, 16], is useful in the distribution network if there are only a few DGs present.

As the level of PV penetration increases, intermittent changes of these PV outputs become too many to enumerate and consider, and hence it becomes intractable for either the decentralized or centralized mode to adequately manage a distribution network, such as maintaining the voltage profile. Instead, the practically feasible solution is a distributed control configuration [17] that uses local communication networks and hence combines the positive features of both centralized and decentralized controls while limiting their disadvantages. Specifically, a PV generator should incorporate whatever information is available from its neighboring generators or critical nodes into its control law. This distributed control configuration is in line with the concept that a future smart grid would include communication among network elements [3, 4].

This resulting control problem becomes the so-called network control problem which has systematically been studied in recent years and also successfully applied to such fields as cooperative robotic control [18, 19].

The distinctive feature of an appropriately designed network control is that it admits local and changing communication networks, is robust with respect to intermittency and latency of its feedbacks, and also
tolerates connection and disconnection of network components. When a distribution network contains many groups of DGs whose output may vary in wide ranges, the aggregated power output of all the DGs in each group can be dispatched and controlled by coordinating the power output level of each DG internally within the given group. For instance, a simple solution to the power-output coordination problem is to prescribe certain utilization profile for all of the PVs in a group, and the so-called fair utilization profile is that the same ratio of power output versus available power is imposed on all individual PV generators. In general, the desired control algorithm should be able to manage a large number of DGs but require only local information from neighboring units. By doing so, groups of DGs can be formed autonomously based on the presence of local communication networks, the power in a distributed network can easily dispatched and controlled, and possibly large swings in power outputs of distributed generators can be tolerated.

In this paper, a self-organizing power control method is proposed by applying cooperative control theory of networked systems to power distribution networks. The proposed control algorithm can effectively control a large number of PVs which exchange information among their neighboring units, respectively. The control can make the PVs in one group converge to any given utilization profile while providing the desired power being dispatched from the group. It is distinctive that the proposed control can tolerate the changes in the distribution network, its local communication network can be intermittent and have time varying topologies, and its communication bandwidth can be of minimum. Typical communication setups are discussed, and the necessary and sufficient condition for stability and convergence is also presented.

II. Problem Formulation

A. Dynamical Model

Consider a distribution power system network with \( n \) three-phase inverter-based photovoltaic generators that use the decoupled d-q control method via Phase Locked Loops (PLL). Under the d-q frame, the terminal voltage of the \( i \)th PV generator satisfies \( U_{\alpha i} = U_\alpha \) and \( U_{\omega i} = 0 \), where \( U_\alpha \) denotes the magnitude of the terminal voltage [15]. Thus, output power of the \( i \)th PV generator can be expressed as:

\[
P_i = U_i I_{\alpha i}, Q_i = -U_i I_{\omega i}
\]

where \( I_{\alpha i} \) and \( I_{\omega i} \) are the output currents in the d-axis and q-axis, respectively; and \( P_i \) and \( Q_i \) denote the active and reactive power.

If an integration control design is pursued for \( I_{\alpha i} \) and \( I_{\omega i} \), then the dynamics of the distribution system are described by the following differential-algebraic equations:

\[
\dot{I}_{\alpha i} = u_{\alpha i} \tag{2}
\]

\[
\dot{I}_{\omega i} = u_{\omega i} \tag{3}
\]

\[
\dot{x} = g_i(P_1,...,P_n,Q_1,...,Q_n,x,X) \tag{4}
\]

\[
P_i = U_i I_{\alpha i}, Q_i = -U_i I_{\omega i} \tag{5}
\]

\[
0 = g_2(P_1,...,P_n,Q_1,...,Q_n,x,X) \tag{6}
\]

where (2) and (3) denote the d-loop and q-loop dynamics through which the active and reactive power outputs can be controlled; variables \( u_{\alpha i} \) and \( u_{\omega i} \) are the control inputs to be designed; \( x \) is a vector of an appropriate dimension, and it denotes all the internal network state variables including dynamics of the PV generators, loads, and synchronized generators; \( X \) is a vector of algebraic variables in the distribution network such as the voltages of buses; and (6) is the power flow equation of the distribution network.

Controls \( u_{\alpha i} \) and \( u_{\omega i} \) (\( i = 1,2,...,n \)) are to be designed to control active and reactive power outputs of PV generators so that the power flow of the network is reasonable. Toward this goal, the changes of the PVs’ outputs can be considered to be much slower than the dynamics of PVs’ internal variables, and hence it can be assumed that the dynamics of (4) have been made asymptotically stable by their controls. In other words, fast dynamics of \( x \) can be considered negligible compared to the slowly changing power flow variables. Accordingly, the simplified dynamical models for the distribution network are denoted by:

\[
I_{\alpha i}^{ref} = u_{\alpha i} \tag{7}
\]

\[
I_{\omega i}^{ref} = u_{\omega i} \tag{8}
\]

\[
P_i = U_i I_{\alpha i}, Q_i = -U_i I_{\omega i} \tag{9}
\]

\[
0 = g(P_1,...,P_n,Q_1,...,Q_n,x,X) \tag{10}
\]

where \( g() = [g_2^1(),g_2^2()]^T \), and all the other variables are the same as those in (2)-(6). In what follows, a distributed cooperative control will be designed for system (7)-(10).

B. Problems to be Solved

In a distribution network with many PV generators, its operating condition needs to be adjusted due to many varying factors, such as load and sunlight fluctuations. As was pointed out in the introduction, it would be impossible to determine and maintain a feasible operating condition if all of the PV generators are independently run under the decentralized control configuration shown in Figure 1 (a). The centralized control mode shown in Figure 1 (b) is neither practical nor reliable since it requires global collection and exchange of information. To handle numerous PV generators in the network, we propose to implement the distributed control configuration as shown in Figure 1 (c).

The basic idea of the proposed distributed control is that, by incorporating local communication networks that share information among neighboring units, numerous PV generators autonomously form a number of generation groups and that each group is represented by a virtual generation unit which aggregates all the power generated within. The outputs of these virtual generators can be dispatched and controlled by a high level control (which is equivalent to a transmission and distribution control center). While the latter is similar to the centralized control configuration, the proposed control configuration requires much less communication since the numerous distributed generators do not communicate with the
higher-level control.

\[
\frac{Q}{Q_{\text{max}}} = \frac{Q_1}{Q_{\text{max}}} = \ldots = \frac{Q_n}{Q_{\text{max}}} = \alpha_i^0
\]  
(12)

where \( \alpha^* = [\alpha_0^*, \alpha_1^*, \ldots, \alpha_n^*] \)^\top is the given output ratio for the active and reactive power for all the PV generators, respectively; \( P_{\text{max}} \) and \( Q_{\text{max}} \) are the instantaneous maximum capacity of \( P_i \) and \( Q_i \), respectively; and all the \( P_{\text{max}} \) are assumed to have the same sign, and so do all the \( Q_{\text{max}} \).

The ratios in (11)-(12) are the utilization percentages of all the PV units and they are commanded to be the same at the steady state. Accordingly, the control objective of (11)-(12) is referred to as the fair utilization profile. In general, a distribution network can dictate any specific utilization profile. For instance, utilization ratio \( \alpha_i \) may be desired to converge to \( \alpha_i^* \) for different \( i \). In this case, the designer can introduce the gain of \( k_i = \alpha_i^*/\alpha_i^* \) so that the transformed utilization ratio of \( k_i \alpha_i \) needs to converge to the common ratio \( \alpha_i^* \). In other words, any specific utilization profile can be converted into the fair utilization profile in (11)-(12) for which the proposed cooperative control is designed. It should be noted that a balanced distribution network is considered in problem 1. If the distribution network is not balanced, the energy management should be different because the output power contains a periodic part resulting from the negative current and voltage. For this case, the power in (11)-(12) should be replaced by the positive output power.

By introducing the utilization profile (11)-(12), each of the PVs can be controlled by comparing its operation to that of any or some of its neighboring units, and there is no need for every PV unit to communicate with every other unit or the high-level control. Accordingly, the proposed distributed control for each PV generator is of the general form

\[
u_i = w_i[k_s(s_0 y_0, s_1 y_1, s_2 y_2, \ldots, s_n y_n)], \quad i = 1, 2, \ldots, n
\]  
(13)

where \( y_0 \) denotes the output of the high level control; \( y_i \) represents the output of the \( i \)th PV generator for \( i = 1, 2, \ldots, n \); \( S = (s_i) \) is the matrix defined below to describe the instantaneous communication topology:

\[
S = \begin{bmatrix}
s_0(t) & s_1(t) & \cdots & s_n(t) \\
\vdots & \vdots & \ddots & \vdots \\
0 & s_i(t) & \cdots & s_m(t)
\end{bmatrix} \in \mathbb{R}^{(n+1)\times n}. \quad (14)
\]

In (14), \( s_{ij}(t) = 1 \) for all \( i \); \( s_{ij}(t) = 0 \) if the output of the \( j \)th PV generator is known to the \( i \)th PV generator at time \( t \); \( s_{ij}(t) = 0 \) if otherwise. As shown in Figure 1(c), the proposed control utilizes certain neighboring information but does not assume any global information. In the extreme case that the high level controller receives information from the high level controller at time \( t \), and \( s_{ij}(t) = 0 \) if otherwise. As shown in Figure 1(c), the proposed control utilizes certain neighboring information but does not assume any global information. In the extreme case that the high level controller receives information from the high level controller at time \( t \), and \( s_{ij}(t) = 0 \) if otherwise. As shown in Figure 1(c), the proposed control utilizes certain neighboring information but does not assume any global information.
configuration in Figure 1(b). The other extreme case is that none of the PVs exchange information with each other or the high-level control, then matrix $S$ has entries $s_{ij} = 0$ for any $i \neq j$, and the proposed control reduces to a decentralized control.

The specific expression of the control (13) will be synthesized in subsection IV.A. In both the control (13) and matrix $S$ of (14), the identity of $s_{ij} = 1$ means that the control at every PV generator can and should utilize its own output as one of the feedback. Whether or not the high-level command or information from other PV generators is available at the $i$th generator is determined by the current status of its communication network represented by the $i$th row of communication matrix $S$. Intuitively, it would be sufficient for all the PV generation units to be controlled properly if each of the PVs can receive some information from some of its neighboring units and if the command of the total dispatched power is sent to some of the PVs in a group. This brings out the problem of determining the minimum information sharing that must exist among the group of PV generators and between the group and the high-level control. That is, the requirement on communication network needs to be specified to ensure the proposed distributed control would work, and it is stated as the following problem.

**Problem 2**: Determine how the local communication network among the PVs (the $S$ matrix) should be designed in order to ensure efficiency and reliability of the network while minimizing economic costs.

It should be emphasized that the proposed distributed control admits time varying, intermittent and asynchronous communication networks. In fact, given any limited bandwidth of one communication node, it would be better for the convergence of networked control that the node sends its information intermittently to different nodes in its vicinity. This means that, in (14), communication matrix $S$ is time-varying in general or, more precisely, piecewise constant. Specifically, consider

$$t_n := \{t_0, t_1, t_2, \ldots\}, \quad S_n := \{S(t_k), S(t_{k+1}), \ldots\}$$

which means that $S$ changes at $t_k$ ($t_0 = 0$), or simply, $S(t) = S(t_k)$ if $t \in [t_k, t_{k+1})$. The time-varying nature of matrix $S$ also implies that the proposed distributed control has inherent robustness against interruptions, data loss, and other phenomena of a typical communication network.

Problem 2 defined above arises naturally from the fact that both the communication network topology and the availability of PVs are time varying. In addressing the problem, we aim to find a simple condition on feasible and convergent sequences of $\{S(t_k), S(t_{k+1}), \ldots\}$. The basic rule for designing appropriate local communication topology will further be discussed in section IV. Through such a design of local communication network, the candidate sequences of $\{S(t_k), S(t_{k+1}), \ldots\}$ can be chosen to ensure the convergence of the distribution network under the proposed control. Due to the time-varying nature of local communication networks and their resulting cooperative controls, the resulting closed loop system around the equilibrium point is piecewise-constant, and its stability has to be analyzed in terms of convergence of matrix sequences. In other words, the proposed control can be designed by using the state-of-the-art approach from cooperative control of networked systems rather than traditional methods such as eigen-analysis and pole placement.

Upon the solutions to Problems 1 and 2 are found, all the PVs are organized into a number of groups and, within each group, the PV generators are controlled to satisfy the given utilization profile. Accordingly, each group of the PVs can be viewed as a virtual generator of a larger capacity and with an aggregated output. The aggregated outputs of these virtual generators would be dispatched and in turn the operating ratios in group’s utilization profiles are determined, which results in much less long-distance communication and also a much simpler design for a high level control (see that in Figure 1 (c)) to address ancillary service issues, given a large numbers of PVs in the distribution network.

Thus, depending upon the needs of the particular distribution network of our concern, the high level control can be designed according to one of several objectives. Among the possibilities, the high-level control can be designed to be either a balanced generator in the islanding operation, or a virtual power plant for load management [20], or a smart agent for maintaining frequency or a desired voltage profile [1, 6], and so on. Relevant to this paper is the study in [21] where the power at the feeder is kept constant such that all the rest of the load demands are picked up by DGs. In this case, the feeder becomes a truly dispatchable load from the utility side, allowing demand-side management arrangements. In this paper, the idea of making the load constant to the utility grid is extended; in particular the high level control is designed so that the reactive power is controlled to support the voltage at some critical bus and to keep the active power consumed by loads in an area or at a feeder to be constant. This leads to the third problem to be solved in the paper.

**Problem 3**: Based on the solutions to Problem 1 and Problem 2, design a high level control (as shown in Figure 1 (c)) for the system of (7)-(10) such that, for each group of PVs, the voltage of a critical bus is of a specific value and the active power flow across certain transmission line is of a fixed amount. Namely, the following set points are achieved at the equilibrium:

$$P_{ref}(\cdot) = P_{ref}^{\text{ref}}, \quad V_{ref}(\cdot) = V_{ref}^{\text{ref}},$$

where $P^{\text{ref}}$ and $V^{\text{ref}}$ are the given reference values; $V_0(\cdot)$ and $P_{\text{ref}}(\cdot)$ represent the voltage of the selected bus and the active power over the chosen transmission line, respectively. Note that, in (16)-(17), variables $V_{ref}(\cdot)$ and $P_{\text{ref}}(\cdot)$ are functions of the outputs of PVs and, for simplicity, the functional dependence is denoted by (\cdot).

Several observations are worth making here regarding the aforementioned design problems:

a) The design problems 1-3 are defined explicitly in terms of dynamics of PV generators, and they can be extended by incorporating dynamics of other types of
DGs. That is, for a distribution network with other types of DGs such as wind generators, the same design problems can be formulated and solved for energy management. As argued in [21], a hierarchical control architecture should be used to control the distribution network with many DGs. In this regard, Problem 3 is the high-level control, Problems 1 and 2 are the middle-level control within each of the groups of DGs, and also there are low-level individual controls (which are already embedded into equations (7)-(10)) at each of the DGs to control the individual output. To apply such The DGs can easily be classified into groups according to their location and proximity, for instance, at a feeder, within a communication zone, solar/wind farms, etc. How to best partition DGs into groups is an important problem, but it is out of the scope of this paper. In our simulation study, all the PVs connected to the same feeder are considered to belong to one group.

b) In Problems 2 and 3, a DG group is controlled to act as a virtual FACTs element supporting the voltage of a critical bus. In general, it is difficult to determine the critical bus for a large-scale power system. The common practice is by simulations or by experience. For a radial distribution network, existing simulation studies [2, 6] have shown that the bus at the end of a feeder is typically the one subject to voltage violation when power from DGs changes intermittently. Thus, in our simulations, the end bus of a feeder is chosen to be the critical bus.

c) Problem 3 aims to coordinate any given DG group with the overall power grid. The desired active and reactive power output (i.e., reference values \( P^\text{ref} \) and \( V^\text{ref} \) ) of the PV group can be determined by either offline or online optimization approach or by one of the market-based approaches [6, 13, 22]. Once \( P^\text{ref} \) and \( V^\text{ref} \) are obtained, the extended power flow equations of (6) and (16)-(17) could be used to determine the group’s aggregated power output (which in turn yields the actual output ratios of the active and reactive power, \( a_P^\alpha \) and \( a_Q^\alpha \)). Could the high level control collect enough information (including the parameters of the power system network with virtual DG generators), the desired output ratios of every PV group can be calculated directly. Otherwise, the high-level control for system coordination needs to be designed as prescribed in subsection IV.B.

III. Rule of Communication Topology Design

As outlined in the previous section, the topology of the local communication network among the PVs in one group can be intermittently (time varying) and asynchronous, in which case the communication matrix \( S \) describing the topology becomes piecewise constant. To ensure that a given utilization profile is achieved among one group of PVs, there need to be local information sharing among the DGs. Heuristically, the more communication channels there are, the more information propagates within the group, and the faster the convergence to the desired utilization profile. However, this quickly becomes an uneconomical solution to the problem. It follows from cooperative control theory [23] that the minimum requirement on the communication topologies is the so-called sequential completeness condition. Mathematically, this requirement is that the sequence of communication matrices \( S_{t_0} = \{S(t_0), S(t_1), \ldots\} \) be sequentially complete in the sense that, over an infinite sequence of finite consecutive intervals, the composite graph over each of the intervals (or the binary product of all of the matrices of \( S \) over the interval) has at least one globally reachable node (in the sense that all other nodes can be reached from the globally reachable node by following the directed branches of the graph) [23]. Thus, for the purpose of designing local communication networks and scheduling local communications.

**Rule:** Communication matrix \( S \) is piecewise constant, and the corresponding sequence \( S_{t_0} = \{S(t_0), S(t_1), \ldots\} \) is sequentially complete.

The above sequential completeness condition is a very precise method to schedule local communication, and it also the necessary and sufficient condition for any properly-designed cooperative system to converge [18, 23]. A more restrictive (sufficient but not necessary) condition is that the composite graph is strongly connected (which implies that, by following the directed branches, every node can be reached from any other node). To illustrate its application, consider communication matrix \( S(t) \) and construct the corresponding graph by linking the nodes according to non-zero entries in \( S \). One can easily determine whether the resulting graph has at least one globally reachable node or not. For instance, consider the graphs in Figure 2. Figure 2(a) has node 0 as the unique globally reachable node; and none of the nodes in Figure 2(b) is globally reachable because there are two isolated groups of nodes.
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The above general method can be used to verify or establish the sequential completeness condition, and the details can be found in [18, 23]. In designed distributed control for PVs in a distribution network, we choose to focus our attention to the following very special case of local communication topology: If matrix \( S(t) \) has at least one globally reachable node for every \( k \geq 0 \), then sequence \( S_{t_0} \) is guaranteed to be sequentially complete.

The following example further explains this special case for the sequential completeness condition. Consider a matrix sequence \( \{S(t_0), S(t_1), \ldots\} \) defined by \( S(t) = S \) for...
\[ k = 3\eta + i \quad \text{where} \quad i = 0, 1, 2 \quad \text{and} \quad \eta \in N \quad \text{is an integer}; \]

\[
S_0 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 \end{bmatrix}, \quad S_1 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 1 & 1 & 0 & 1 \\ 1 & 0 & 1 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \end{bmatrix}, \quad S_2 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 0 \\ 1 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 0 \end{bmatrix}.
\]

Figure 3 plots the graphs corresponding to those communication topologies. It follows from Figure 3 that the information can propagate from node 0 to nodes 1, 2 and 3. Therefore, all of the communication matrices are complete by themselves, and so are their sequences.

**IV. Cooperative Control Strategy**

**A. Control Strategy for Fair Utilization**

In this subsection, the high level control is assumed to have sufficient information, such as the exact parameters and the (aggregated) states of the distribution network, so that the desired output ratios \( a^e_i \) and \( a^q_i \) can be computed directly using the expanded power flow equations. This assumption will be removed in the subsequent subsection.

It follows from (7)-(9) that

\[ \dot{P}_i = \bar{U}_i f^{rel}_P + U_i f^{rel}_P = \frac{U_i}{U_j} P_j + U_i \mu_{ij}, \quad \text{(18)} \]

\[ \dot{Q}_i = -\bar{U}_i f^{rel}_Q - U_i f^{rel}_Q = \frac{U_i}{U_j} Q_j - U_i \mu_{ij}. \quad \text{(19)} \]

The cooperative control laws for the \( i \)th PV generator are

\[
\begin{align*}
\dot{u}_P &= \frac{K_q P_{\text{max}}}{U_i} \left( D_q a^q_P - \frac{P}{P_{\text{max}}} + \sum_{j=1}^{\eta} \frac{D_P P_j}{P_{\text{max}}} \right) - \frac{U_i}{U_j} P_j, \\
\dot{u}_Q &= -\frac{K_q Q_{\text{max}}}{U_i} \left( D_q a^q_Q - \frac{Q}{Q_{\text{max}}} + \sum_{j=1}^{\eta} \frac{D_Q Q_j}{Q_{\text{max}}} \right) + \frac{U_i}{U_j} Q_j.
\end{align*}
\]

where \( K_q \) and \( K_p \) are the gains;

\[
D_q = \frac{s_q}{\sum_{j=0}^{\eta} s_q}, \quad D'_q = \frac{s'_q}{\sum_{j=0}^{\eta} s'_q}, \quad i = 1, 2, ..., n
\]

and \( s_q \) is the generic entry of matrix \( S \) defined in (14) for \( u_q \). Similarly, \( S' \) can be defined for \( u_q' \) and \( s'_q \) is its generic entry.

Without loss of any generality, let's choose for simplicity that

\[ K_q = K_{q1} = \ldots = K_{q\eta} = K_0 \]

Then, it follows from (18)-(21) and (23) that the closed loop system becomes

\[
\begin{align*}
\dot{P} &= \frac{P_{\text{max}}}{P_{\text{max}}} + D_q a^q_P + \sum_{j=1}^{\eta} D_P P_j, \\
\dot{Q} &= \frac{Q_{\text{max}}}{Q_{\text{max}}} + D_q a^q_Q + \sum_{j=1}^{\eta} D_Q Q_j.
\end{align*}
\]

The following theorem shows that, if the PV generators are controlled by (20) and (21), their active and reactive power utilization profiles converge uniformly and asymptotically to the common values of \( a^e_i \) and \( a^q_i \), respectively.

**Theorem 1**: Consider control laws (20)-(21) and suppose that the communication rule is satisfied among the PVs. Then, the output ratios of their active and reactive power converge uniformly and asymptotically to the common value of \( a^e_i \) and \( a^q_i \), respectively.

**Proof**: System (24) can be rewritten as

\[ \dot{z} = K_0 \left[ -z + D_q a^q_P + \sum_{j=1}^{\eta} D_P P_j \right]. \]

(26)

where \( z = \frac{P}{P_{\text{max}}} \). On the other hand, constant \( a^e_i \) is the trajectory of the following virtual system

\[ \frac{\dot{z}_i}{z_i} = 0, \quad \text{for} \quad i = 1, 2, ..., n \]

(27)

Therefore, stability of system (26) is identical to that of the following extended system consisting of (26)-(27):

\[ \begin{cases}
\dot{z}_i = K_0 \left[ -z_i + \sum_{j=1}^{\eta} D_P P_j \right].
\end{cases} \]

(28)

It follows from theorem 5.4 in [23] that, if communication matrix \( D \) defined by (22) is sequentially complete, system (28) uniformly asymptotically converges to \( \alpha^e_i 1 \) where \( 1 = [1, 1, ..., 1]^T \) and \( c \in R \) is the constant determined by the initial state and topology changes. It follows from \( z_i = \alpha^{e_i} \) that \( c = \alpha^e_i \). Thus, \( z = [z_1, ..., z_n]^T \) uniformly asymptotically converges to \( \alpha^e_i 1 \). Similarly, reactive power ratios also converge to the common value of \( \alpha^q_i \).

Theorem 1 provides the solution to both Problems 1 and 2. The salient features of the proposed distributed control have been described in sections II and III, and they will be illustrated in section V.

**B. Control Design for System Coordination**

Since the high-level control may not have enough information to determine the desired utilization ratios, we propose the following distributed control (also shown in Figure 4) to adjust the reactive power ratio: \( S_i = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 \end{bmatrix}, \quad S_1 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 1 & 1 & 0 & 1 \\ 1 & 0 & 1 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \end{bmatrix}, \quad S_2 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 1 & 1 & 1 & 0 \\ 1 & 1 & 0 & 1 \\ 0 & 0 & 1 & 1 \\ 0 & 1 & 1 & 0 \end{bmatrix} \)
where $V_c$ is the critical bus voltage of interest; $\alpha_0$ is the updated value which is used as the input for (25); and $\Delta V_{\text{additional}}$ is an input for achieving additional objectives (to be explained shortly). In parallel, the active power control over a specified transmission line is controlled according to Figure 4 and as

$$
\begin{align*}
\dot{z}_0 &= K_s(V_{\text{ref}} - V_c) \\
\alpha_0^i &= z_0
\end{align*}
$$

(29)

where $P_{\text{ref}}$ is the desired active power over the given transmission line; $\alpha_0^i$ is the resulting utilization ratio that drives (24); and $\Delta P_{\text{additional}}$ is an input for other considerations. Intuitively, the physical meanings of controls (29)-(30) are that, if the bus voltage (or real power transmission) is less than its reference value, the proposed distributed high-level control is to command some of the PVs (through its local communication network) to increase their reactive (or real) power ratio and that the rest of PVs will also cooperate toward the same goal under their distributed cooperative controls. Hence, an increase of $\alpha_0^i$ in (30) should result in an increase of $P_{\text{run}}$ until $P_{\text{run}}$ reaches its desired reference value of $P_{\text{ref}}$.

![Figure 4](Image 84x320.png)

**Figure 4.** Control for determining the desired ratio of Q

![Figure 5](Image 86x415.png)

**Figure 5.** Control determining the desired ratio of P

Combining (20)-(21) and (29)-(30) yields the complete set of distributed control laws:

$$
\begin{align*}
\dot{u}_{10} &= K_s(V_{\text{ref}} - V_c) \\
u_{11} &= K_q [P_{\text{ref}} - P_{\text{run}}] \\
u_{12} &= K_p [P_{\text{max}} - P_{\text{run}}] \\
u_{13} &= \frac{K_p P_{\text{run}}}{U_i} \left( D_i \alpha_0^i - \frac{P_{\text{run}}}{P_{\text{max}}} + \sum_{j=1}^{n} \frac{D_j P_j}{P_{\text{max}}} \right) - \frac{U_i P_j}{U_j} \\
u_{14} &= \frac{K_p Q_{\text{run}}}{U_i} \left( D_i \alpha_0^i - \frac{Q_{\text{run}}}{Q_{\text{max}}} + \sum_{j=1}^{n} \frac{D_j Q_j}{Q_{\text{max}}} \right) + \frac{U_i Q_j}{U_j}
\end{align*}
$$

(31)

Mathematically, by choosing gains $K_p$ and $K_s$ to be small enough, then the desired utilization issued by the high-level controls changes much slower than the outputs of the PVs. It is known [23] that the system in the form of (28) is exponentially convergent to $\alpha_0^i 1$ and it is robust with respect to any disturbance in terms of $|z_i - z_j|$ for every pair of $\{i, j\}$. Accordingly, theorem 5.4 in [23] can be used to conclude that, due to the separation of time scales, system (24)-(25) remains to be asymptotically convergent (to the common desired utilization ratios) and so is the closed loop system under the entire set of distributed control (33). This result provides the solution to Problems 1, 2 and 3.

The following two remarks are worth noting about the distributed high-level controls. (a) PVs can also be used to damp possible oscillations existed in a power system network or to improve the long-term stability by designing the additional control inputs $\Delta P_{\text{additional}}$ and $\Delta V_{\text{additional}}$ (shown in Figure 4 and Figure 5) in a way similar to the PSS and AVR controls for synchronous generators. This subject will be studied in future research, but in this paper these additional inputs are set to zero. (b) The high-level controls can also be implemented discretely, that is, the following updating laws can be used instead:

$$
\begin{align*}
\dot{z}_0(t_{i+1}) &= z_0(t_i) + \Delta z_0 \times \text{sign}(V_{\text{ref}}(t_i) - V_c(t_i)) \\
\alpha_0^i &= \alpha_0^i + \Delta \alpha_0^i \times \text{sign}(P_{\text{ref}}(t_i) - P_{\text{run}}(t_i)) \\
\Delta z_0 &= z_0(t_{i+1}) - z_0(t_i)
\end{align*}
$$

(32)

(33)

where $\Delta z_0$ and $\Delta \alpha_0^i$ are the step sizes in adjusting the utilization ratios; $\text{sign}(\cdot)$ is the standard sign function; $t_i$ $(i=1,2,3,...)$ are the time instants of updating.

C. Further Discussions on Distributed Control

In addition to the distinct features already described in sections II and III, the following observations are also worth noting about the proposed distributed controls:

(a) In the distributed controls, $P_{\text{run}}$ is assumed to be nonzero. In the event that some of the PV generators are out of service (due to weather or otherwise), the apparent singularity of $P_{\text{run}} = 0$ can be avoided by using the simple rule that, if $P_{\text{run}} < 0$, the $i$th column of communication matrix $S$ is set to zero. That is, a PV generator in any group is ignored unless it has meaningful power generation capacity.

(b) It has been shown that $s_{\alpha}(t) = 1$ is not required for all the PVs. This means that the interaction between the distributed high-level controls and distributed cooperative controls can also be intermittent and time varying. In particular, when the dispatched power over certain transmission lines is changed or critical bus voltages are adjusted, only their reference values in the high-level controllers need to be modified.

These two features imply that the proposed two-level distributed controls are very flexible and effective, which enable the groups of PVs to be truly self-organizing according to their capacity and local communication networks. Should more paths be added into the local communication networks, the faster the system converges, which will be illustrated in the simulation study.
V. Simulation Study

In this section, the standard IEEE 34-bus distribution network is used to illustrate the effectiveness of the proposed distributed two-level controls. The network has its main voltage at 24.9kV. Its topology is shown in Figure 6. Its DGs include 16 PV generators and one gas turbine generator. Simulations are done using Digsilent, and balanced distribution networks are considered.

The parameters of the system can be founded at the link http://ewh.ieee.org/soc/pes/dsacom/testfeeders.pdf. Basic operational conditions, dynamical models and other settings are:

**PV parameters**: The initial maximums of active and reactive power are set to 1 MW and 1MVAr, respectively.

**Loads**: 1.45MW+j0.85MVAr. Their model is composite (a dynamical part and a constant impedance part of 50% each).

**Gas turbine generator**: Its active power is 2MW and the terminal voltage is set to 1.0 p.u.; the default model in Digsilent is used with IEEE Type 1 control for AVR, PSS_ostab1 model for the PSS, and the IEEE-G1 model for the governor.

**PV generators**: 3.2MW+j0.16Mvar \( \cos \varphi \approx 1.0 \).

**External grid**: An infinite bus (1.0 p.u.).

The parameters in the aforementioned dynamical models are included in the appendix.

**High-level controls**: The voltage is controlled for the critical bus to which PV 1 is connected (Recall that, as discussed in section IV, the last bus in a feeder is typically chosen for a radial network with intermittent DGs); active power control is to keep a constant amount of power move downstream of the feeder (line 1 and its positive direction are shown in figure 6).

**Matrix of communication topology**: The local communication network is represented by matrix S in (34) where \( G_i \) denotes the \( i \)th PV generator \((i=1,2,\ldots,16)\) and \( G_6 \) is the high-level controller (which coordinates the aggregated power and hence is considered to be a virtual PV generator in the lead). Unless mentioned otherwise, matrix S of (34) is the one used in the simulation.

\[
S = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

As specified by (34), the 1st and the 2nd PV generators receive the information from the high-level control; generators G1, G2, G3 and G6 are closely coupled, and the rest of generators follow G2 up to G6 by receiving information from them.

It is easy to verify that the aforementioned communication topology satisfies the communication rule presented in section III. In fact, the communication topology is intentionally chosen to be redundant so that, if some of the entries in matrix S were to switch from 1 to 0 intermittently, the communication rule should still be observed unless many of the communication channels stop working at the same time. This shows that the local communication network can be designed to be robust.

In this distribution network, the distributed generators (including the gas turbine generator) provide power to not only the local loads but also the external main grid. In the simulation, total penetration levels of DGs and PVs are to be increased up to about 360% and 220%, respectively. The corresponding voltages at the PV terminal buses are shown in Table 1 with different PV penetration levels (provided that all the PVs are run according to the fair utilization profile and their power factors are also kept to be same). From this table, one can see that, if the penetration level of PVs is raised further, the bus voltage shall go out of the feasible range (0.9p.u.-1.1p.u.). Thus, unless being controlled appropriately, operations of this system will have voltage problems under certain disturbances.

The subsequent simulation study is to verify that, under disturbances and interruptions, the proposed distributed two-layer control can make the system operate well and all the PV generators’ outputs converge according to the desired utilization profile. The following cases are simulated:

A) Short-circuit faults;

B) Changes in sunlight;
C) Load changes and intermittent communication interruptions.

<table>
<thead>
<tr>
<th>PV</th>
<th>0%</th>
<th>50%</th>
<th>100%</th>
<th>220%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.912</td>
<td>0.947</td>
<td>0.978</td>
<td>1.046</td>
</tr>
<tr>
<td>2</td>
<td>0.912</td>
<td>0.947</td>
<td>0.978</td>
<td>1.046</td>
</tr>
<tr>
<td>3</td>
<td>0.950</td>
<td>0.969</td>
<td>0.986</td>
<td>1.023</td>
</tr>
<tr>
<td>4</td>
<td>0.924</td>
<td>0.955</td>
<td>0.983</td>
<td>1.043</td>
</tr>
<tr>
<td>5</td>
<td>0.919</td>
<td>0.950</td>
<td>0.979</td>
<td>1.039</td>
</tr>
<tr>
<td>6</td>
<td>0.912</td>
<td>0.947</td>
<td>0.978</td>
<td>1.046</td>
</tr>
<tr>
<td>7</td>
<td>0.912</td>
<td>0.946</td>
<td>0.978</td>
<td>1.046</td>
</tr>
<tr>
<td>8</td>
<td>0.912</td>
<td>0.946</td>
<td>0.978</td>
<td>1.045</td>
</tr>
<tr>
<td>9</td>
<td>0.912</td>
<td>0.946</td>
<td>0.977</td>
<td>1.044</td>
</tr>
<tr>
<td>10</td>
<td>0.950</td>
<td>0.969</td>
<td>0.966</td>
<td>1.021</td>
</tr>
<tr>
<td>11</td>
<td>0.951</td>
<td>0.969</td>
<td>0.986</td>
<td>1.021</td>
</tr>
<tr>
<td>12</td>
<td>0.966</td>
<td>0.976</td>
<td>0.985</td>
<td>1.002</td>
</tr>
<tr>
<td>13</td>
<td>0.916</td>
<td>0.949</td>
<td>0.978</td>
<td>1.042</td>
</tr>
<tr>
<td>14</td>
<td>0.913</td>
<td>0.946</td>
<td>0.978</td>
<td>1.044</td>
</tr>
<tr>
<td>15</td>
<td>0.912</td>
<td>0.946</td>
<td>0.978</td>
<td>1.044</td>
</tr>
<tr>
<td>16</td>
<td>0.912</td>
<td>0.946</td>
<td>0.978</td>
<td>1.044</td>
</tr>
</tbody>
</table>

Table 1. PVs’ terminal bus voltage for different levels of PV penetration

A. Dynamic responses to short circuit faults

The fault location is labeled by point (a) or the associated red dot in figure 6. The fault at point (a) occurs at 0.0s and is cleared after 0.12s. The resulting dynamical responses of the network are shown in Figure 7.

Figure 7 shows that the system is asymptotically stable under this fault and the corresponding time scales are in seconds. In comparison, dynamics of internal state variables such as those of synchronized generators are much faster than the changes in PV generators’ outputs. This validates the assumption (made in section II) that, for the power control problem, those internal dynamics can be ignored.

It can also be observed that, at the time that the fault occurs, the active power generated by the PV generators decreases, so does the active power across line 1. Accordingly, the high-level control commands PV 1 and PV 2 to increase their power output ratios and, as the result of the proposed cooperative control, all the rest of PV generators follows. At the end, all the PV generators asymptotically reach the fair utilization profile. This transient process is plotted in figure 7(3). Reactive power is controlled in a similar way, as shown in figure 7(4).

B. Dynamic responses to rapid changes in sunlight

Next, sudden changes of available power due to weather conditions are considered. In the simulation, the maximum active power capacity of PV 1, PV 3 and PV 5 are to vary between 10% and 100%, as shown in figure 8(1).

Figure 8 shows the dynamical responses of the system. In particular, the active/reactive power output ratios are shown in figures 8(2) and 8(3), respectively; and the power transmitted over line 1 and the bus voltages are plotted in figures 8(4) and 8(5), respectively.

When the sunlight reaching a PV generator starts to decrease, the active power output ratio initially increases since the maximum available power of the corresponding PV generator is decreased. This process is apparent in figure 8(2) and 8(3) in which the active power output follows the trend of changes in sunlight except for the transient responses due to the aforementioned reason and to the controls.

![Figure 7](image)

**Figure 7.** Dynamic responses under fault (a): 1) Frequency of gas-turbine generator; 2) Angle of the gas-turbine generator; 3) Active power output ratios for PV generators 1 to 4; 4) Active power output ratios for PV generators 1 to 4; 5) Critical bus voltage; 6) Active power transmitted over line 1.

![Figure 8](image)

**Figure 8.** Responses under sunlight changes: 1) Sunlight changes; 2) Active power outputs of PV generators 1, 2, 3 and 5; 3) Reactive power output ratios of PV generators 1, 3 and 5; 4) Active power across line 1; 5) Voltages at the critical buses; 6) Rotor angle of the gas-turbine.
As sunlight changes, the distributed cooperative control makes PV output ratios converge to new operating points determined by the distributed high-level controls. The high-level controls do not know the current generation capacity of all the PV generators since they communicate only with PV generators 1 and 2. Nonetheless, during the whole period of system operation, the active power sent over line 1 and the bus voltages are maintained around their designated values, which are shown in figures 8(4) and 8(5). This confirms the features claimed in the previous discussions.

Under the proposed power flow control method, the feeder can be considered from the viewpoint of bus (b) to be a virtual emulated load of constant active power, and the inner voltage of this feeder can be controlled by reactive power control of the PV generators. Figure 9 shows the changes of real and reactive power output ratios. Therefore, the effects due to the fluctuations of the PV real power generation can be reduced or minimized by implementing local information sharing and cooperative controls. It is believed that the proposed method can be applied to solve voltage regulation problems.

C. Load changes and communication interruptions

The previous simulations show that PV generators can autonomously adjust their outputs to converge to a prescribed utilization profile (i.e., the fair utilization profile). In what follows, a case is studied to show that the proposed control also has strong robustness against communication interruptions and load variations.

Consider the following severe case that local communication network is interrupted intermittently and the loads vary simultaneously:

1) The simulated communication interruptions are chosen as follows: the communication channels of 0→2, 1→3 and 2→10 are intermittent and the time instants of their changes are random (whose changes are shown in figure 10(1), in which ‘1’ means that the corresponding channel is working; and ‘0’ if otherwise).

2) All loads ramp to 200% of the base levels within one second, and 10% loads of the base loads are cleared at 5s and 10s, respectively.

Dynamical responses of the gas-turbine generator and the PV generators are shown in Figure 11 in which the dashed and solid trajectories represent the results without or with communication interruptions. The output ratios of representative PV generators (PVs 1-3) are plotted in Figure 12. As expected, we see by comparing solid and dashed trajectories that convergence is faster without communication interruptions.

Figure 9. Responses to sunlight changes: 1) Active power ratios of PV 1, PV 3 and $\alpha^0_P$; 2) Reactive power ratios of PV 1, PV 3 and $\alpha^0_Q$.

Figure 10. Intermittent interruptions in communication channels

Figure 11. Responses to load changes with and without intermittent communication

Figure 12. Responses to intermittent communication and load changes: 1) Active power ratios of PVs 1-3; 2) Reactive power ratios of PVs 1-3.
VI. Conclusion

A distributed two-level control scheme is proposed for power control of groups of PV generators in a distribution network. The proposed control guarantees that the distribution network can autonomously adjust itself to a feasible operating point (after disturbances occur) and that all the PV generators in one group converge to a prescribed utilization profile. The proposed controls require only intermittent information sharing among neighboring generators, and topologies of local communication networks can be time varying. As long as the communication networks meet the minimum information exchange requirement (of the matrix sequence being sequentially complete), the proposed controls ensure convergence. Simulations of the IEEE benchmark distribution network are used to validate the features and effectiveness of the proposed method. The proposed design methodology is also applicable to distribution networks with different types of DGs including solar-, wind- and ocean-energy power generators.
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Appendix

The parameters for the gas turbine generator are:

\[ S_g = 5MVAr, \quad H = 1.5s, \quad \text{Damp} = 0.02p.u., \quad x_1 = 0.1p.u., \]
\[ x_2 = 0.026p.u., \quad x_3 = 0.062p.u., \quad T^p_1 = 5.51s, \quad T^p_2 = 0.8s, \]
\[ T^q_1 = T^q_2 = 0.1s, \quad x_a = x_f = 0.171p.u. \]

The AVR model in the gas turbine generator is the IEEE type 1 [24]. Its transfer function is shown in Figure 13 and the parameters are:

\[ T_s = 0.02s, \quad K_e = 200p.u., \quad T_f = 0.03s, \]
\[ K_p = 1p.u., \quad T_e = 0.2s, \quad K_i = 0.05p.u., \quad T_i = 1.5s, \]
\[ V_{rms} = -10p.u., \quad V_{ref} = 10p.u. \]

\[ V \xrightarrow{1+T_s} \xrightarrow{1+T_s} \xrightarrow{1+K_eT_s} \]

\[ E_E \]

Figure 13. Transfer function of IEEE-1 exciter

The PSS in the gas turbine generator is the PSS_ostab2 model provided by the Digsilent. The transfer function is shown in Figure 14, in which the parameters are:

\[ K = 200p.u., \quad T_i = T_s = 0.125s, \quad T_j = T_i = 0.025s, \]
\[ K_{nst} = 8p.u., \quad T_{nst} = 0.5p.u., \quad T_{nst} = 0.021s, \quad f_{min} = -0.2p.u., \]
\[ V_{stabil} = 0.29p.u., \quad V_{ctrl} = 0.05p.u., \quad V_{ref} = 0.2p.u. \]
\( V_{\text{min}} = -0.2 \text{p.u.} \)

The governor in the gas turbine generator is the IEEE-G2 model, the transfer function is shown in Figure 15, and the parameters are: \( K = 5s^{-1} \), \( T_i = 0.5s^{-1} \), \( T_s = T_1 = 0.1s^{-1} \), \( T_2 = 0.95s^{-1} \), \( P_{\text{min}} = 0 \text{p.u.} \), \( P_{\text{max}} = 1 \text{p.u.} \).

![Diagram of the governor in the gas turbine generator](image)

**Figure 14. Transfer function of PSS-ostab2**

The parameters for the PV generators are: \( P_K = 0.1 \text{p.u.} \), \( V_K = 0.5 \text{p.u.} \), \( \Delta P = \Delta Q = 1.0 \text{p.u.} \), \( i = 1, ..., 16 \).

The dynamical model for the loads is shown in Figure 16, and the parameters are: \( T_1 = 0.1s^{-1} \), \( k_{\text{p}} = k_{\text{q}} = 1.0 \text{p.u.} \), \( k_{\text{pm}} = k_{\text{qm}} = 1.05s^{-1} \), \( T_{\text{pm}} = T_{\text{qm}} = 0.05s^{-1} \).

![Diagram of the load dynamical model](image)

**Figure 15 Transfer function of Gov-IEEEG2**
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