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ABSTRACT
Malware detection and labeling are two major goals of antivirus
(AV) vendors. AV scanners are designed to detect malware and to
label their detection based on a family association. The labeling
provided by AV vendors has many applications, such as guiding
efforts of disinfection and countermeasures, intelligence gathering,
and attack attribution, among others. Furthermore, researches re-
lied for so long on AV labels to establish a baseline of ground
truth to compare their detection, classification, and clustering al-
gorithms, despite many papers pointing out the subtle problem of
relying on AV labels. Ironically, the literature lacks any prior sys-
tematic work on validating the performance of antivirus vendors,
and the reliability of those labels (or even detections).

In this paper, we set out to answer several questions concerning
the completeness, correctness, and consistency of AV detections
and labels. Equipped with more than 12,000 malware samples of 11
malware families that are manually inspected and labeled, we pose
the following questions. How do antivirus vendors perform rela-
tively on them? How correct are the labels given by those vendors?
How consistent are antivirus vendors among each other? We an-
swer those questions unveiling many negative (and perhaps scary)
results, and invite the community to challenge assumptions about
relying on antivirus scans and labels as a ground truth for malware
analysis and classification. We also suggest several directions and
open research directions to help addressing the problem.
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1. INTRODUCTION
Antivirus (AV) companies continuously evolve to improve their

products which provide users with an added protection from ma-
licious software (malware) threats. However, AV products are not
a complete solution: malware evolves at a much faster rate than
AV products, which then forces AV companies to innovate and use
smarter approaches for malware detection [43]. AV products pro-
vide two major functionalities: detection and labeling [26]. AV
scanners are designed to detect malware and to label the detec-
tion based on a family association [6]. Labeling is an important
feature to AV vendors, with many applications [11]. For exam-
ple, labeling allows AV vendors to filter known malware and focus
on new or variants of familiar malware families with known reme-
dies. Labeling also enables the AV vendors to track a malware fam-
ily and its evolution, thus allowing them to proactively create and
deploy disinfection mechanisms of emerging threats [23]. Also,
∗An earlier version of this work has appeared in proceeding of the
14th International Workshop on Information Security Applications
(WISA 2013) [24].

in security operations practitioners have an interest in identifying
a malware by a family name so that they can mitigate the threat
for their organization. Last but not least, researchers have bene-
fited from detections and labeling of malware provided by AV ven-
dors in many ways. For instance, researchers in the fields of mal-
ware analysis, detection, and classification have benefited from AV
scans and labels in establishing baselines to compare their designs
against [6, 7, 16, 29, 30, 33, 38, 41, 42] (a survey is in [32]).

1.1 Antivirus Labeling and Inconsistency
The AV market is very diverse and provides much room for com-

petition, allowing vendors to compete for a share of the market [27].
Despite various benefits [10], the diversity of AV software vendors
creates a lot of disorganization due to the lack of standards and
(incentives for) information sharing, malware family naming, and
transparency. Each AV company has its own way of naming mal-
ware families as they are discovered [19]. Malware names are usu-
ally created by analysts who study new malware samples, by uti-
lizing artifacts within the malware to derive and give them names.
Some malware families are so popular in underground forums, like
SpyEye [22], Zeus [17], ZeroAccess [1], DirtJumper [5], etc., that
AV vendors use those names given to the malware by their authors
or the underground market. Other smaller and less prominent mal-
ware families are usually named independently by each AV com-
pany. For example, targeted malware, which is known as advanced
persistent threat (APT) [37], is low key that AV vendors track inde-
pendently, usually resulting in different naming.

The diversity of the market with the multistakeholder model is
not the only cause of labeling problems. The problems can hap-
pen within the same vendor when an engine detects the same mal-
ware family with more than one label due to evasion techniques
and evolution patterns over time. For example, a malware is ini-
tially detected using a static signature, then later due to its poly-
morphism technique it is heuristically using a generic malicious
behavior. In such case, the AV vendor will give it another label
creating an inconsistent label within the same AV vendor’s label-
ing schema. These inconsistencies and shortcomings may not have
a direct implication on the malware detection provided by the AV
scanner, although they impact applications that use AV labeling.

1.2 Inconsistencies Create Inefficiencies
For example, the use of AV labels for validating malware classi-

fication research—while creating a ground for comparing different
works to each other—has many shortcomings and pitfalls. Malware
samples collected by researchers are oftentimes not necessarily rep-
resented in their entirety within a single malware scanning engine.
Accordingly, researchers are forced to use multiple engines to cover
their datasets, thus forced to deal with inconsistencies in labeling
and naming conventions used by those engines. Researchers re-



solve the inconsistencies by translating names used across various
vendors. However, given that different AV vendors may use dif-
ferent names to mean and refer to the same family, this translation
effort is never easy nor complete. Even worse, different families
may have the same name in different AV detections—for example
“generic” and “trojan” are used by many vendors as an umbrella to
label [23], making such translation sometimes impossible.

The detection and labeling inconsistencies create inefficiencies
in the industry that could prevent stakeholders from benefitting
from a common standard for malware family naming and infor-
mation sharing. For example, if a user of an AV engine detects a
malware with a certain label, the user might have a mitigation plan
for that malware family. On the other hand, another AV vendor
may detect the same malware and give it a different label that is
unfamiliar to the user, thus the user will not be able to use an ex-
isting mitigation plan for the same malware. This inefficiency can
cost organizations millions of dollars in intellectual property theft,
direct and indirect costs, or reputation damage. While companies
are conservative in revealing such information about the compro-
mise of their systems and exfiltration of their users’ or proprietary
data, and only insiders are aware of this threat and its cost, there has
been recent public information that support and highlight the trend.
Examples of such incidents include the hacking of LinkedIn [35],
Ubisoft [14], LivingSocial [34], and most famously Nissan [25].

1.3 An “Elephant in the Room”
Sadly, while we are not the first to observe those inefficiencies in

AV labeling systems [6, 7, 32]. the community so far spent so little
time systematically understanding them, let alone quantifying the
inefficiencies and providing solutions to address them. Even more
ironic, some of those works that pointed out the problem with AV
labels used the same labels for validating algorithms by establish-
ing a baseline and a ground truth to compare their work to [7, 32].
A great setback to the community’s effort in pursuing this obvi-
ous and crucial problem is the lack of a better ground-truth than
that provided by the AV scanners, a limitation we address in this
work by relying on more than 12, 000 highly-accurate and manu-
ally vetted malware samples (§3.1). We obtain those samples from
operations in a large security firm (§3.2), where vetting and highly
accurate techniques for malware family labeling are employed.

In this work we are motivated by the lack of a systematic study
on understanding the inefficiencies of AV scanners for malware la-
beling and detections. Previous studies on the topic are sketchy,
and are motivated by the need of making sense of provided labels
to malware samples, but not testing the correctness of those labels
or the completeness of the detections provided by different engines.
Accordingly, we develop metrics to evaluate the completeness, cor-
rectness, consistency, and coverage (defined in §2), and use them
to evaluate the performance of various vendors. Our measurement
study does not trigger active scans, but rather depends on query-
ing the historical detections provided by each AV engine. We show
that, while AV scanners are intended mainly for detection, and are
supposed to provide a perfect detection, many of them provide poor
completeness results, indicating less than perfect detection. We
show those findings beyond doubts, by demonstrating that any sam-
ple we test exists in at least one AV scanner, thus one can obtain full
coverage of the tested samples using multiple vendors.

1.4 Contribution and Limitations
To this end, the contribution of this study is twofold. We provide

metrics for evaluating AV detections and labeling systems. Second,
we use a highly-accurate and manually-vetted dataset for evaluat-
ing the detections and labelings of large number of AV engines

using the proposed metrics. The dataset, scripts, and AV scans will
be all made available publicly to the community to use and con-
tribute to problem at hand. To the best of our knowledge, there is
no prior systematic work that explores this direction at the same
level of rigor we follow in this paper (for the related work, see §6).
Notice that we disclaim any novelty in pointing out the problem. In
fact, there has been several works that pointed out problems with
AV labels [6, 7], however those works did not systematically and
quantitatively study the performance of AV scanners and the accu-
racy of their labels. This, as mentioned before, is in part because of
the lack of datasets with solid ground truth of their label.

Our study has many limitations to it, and does not try to answer
many questions that are either out of its scope or beyond our re-
sources and capabilities. First of all, our study cannot be used as
a generalization on how AV vendors would perform against each
other in other contexts, because we don’t use every hash in ev-
ery given AV scanner. Similarly, the same generalization cannot
be used for the malware families, since we didn’t use all samples
known by the AV scanners. Our study is, however, meaningful in
answering the limited context’s questions it poses for 12000 mal-
ware samples that belong to various timely families. Furthermore,
our study goes beyond the best known work in the literature in the
problem by not relying on AV-provided vendors as reference for
comparing other vendors (further details are in §6).

1.5 Organization
The organization of the rest of this paper is as follows. In sec-

tion 2 we suggest several metrics for the evaluation of AV scanners.
In section 3 we provide an overview of the dataset we used in this
study and the method we use for obtaining it. In section 4 we re-
view the measurements and findings of this study: we first intro-
duce evaluation metrics for AV vendors, and then use those metrics
to evaluate 48 vendors and their performance on our dataset. In
section 5 we discuss implications of the findings and remedies. In
section 6 we review the related work, followed by concluding re-
marks, open directions, and the future work in section 7.

2. EVALUATION METRICS
For formalizing the evaluation of the AV scanners, we assume

a reference dataset Di (where 1 ≤ i ≤ Ω for Ω tested datasets).
Di consists of ∆i samples of the same ground-truth label `i. We
assume a set of scanners A of size Σ. Furthermore, we assume
that each scanner (namely, aj in A where 1 ≤ j ≤ Σ) is capa-
ble of providing detection results for ∆′ij ≤ ∆i samples, denoted
as S ′ij ⊆ Di (collectively denoted as S ′i). Among those detec-
tions, we assume that the scanner aj is capable of correctly labeling
∆′′ij ≤ ∆′ij samples with the label `i. We denote those correctly
labeled samples by aj as S ′′ij ⊆ S ′ij (collectively denoted as S ′′i ).
In this work we use several evaluation metrics: the completeness,
correctness, consistency, and coverage, which we define as follows.
• Completeness: For a given reference dataset, we compute the
completeness score of an AV vendor as the number detections re-
turned by the vendor normalized by the size of the dataset. This
is, for Di, aj , ∆i, and ∆′ij that we defined earlier, we compute the
completeness score as ∆′ij/∆i.
• Correctness: For a given reference dataset, we compute the cor-
rectness score of a vendor as the number of detections returned by
the vendor with the correct label as the reference dataset normal-
ized by the size of the dataset. This is, for Di, aj , ∆i, and ∆′′ij we
defined earlier, we compute the correctness score as ∆′′ij/∆i.
• Consistency: The consistency measures the extent to which dif-
ferent vendors agree in their detection and labeling of malware
samples. As such, we define two versions of the score, depend-



ing on the metric used for inclusion of samples: completeness or
correctness. We use the Jaccard index to measure this agreement
in both cases. For the completeness-based consistency, the consis-
tency is defined as the size of the intersection normalized by the size
of the union of sample sets detected by both of the two scanners.
Using the notation we defined above, and without losing general-
ity, we define the completeness-based consistency of aj and ar as
|S ′ij ∩ S ′ir|/|S ′ij ∪ S ′ir|. Similarly, we define the correctness-based
consistency as |S ′′ij ∩ S ′′ir|/|S ′′ij ∪ S ′′ir|.
• Coverage: we define the coverage as the minimal number of
AV vendors that we need to utilize so that the size of the detected
(or correctly labeled) samples is maximal. Alternatively, we view
the coverage for a number of AV scanners as the maximal ratio of
collectively detected (or correctly labeled) samples by those scan-
ners normalized by the total number of samples scanned by them.
Ideally, and by ignoring edge cases, we want to find the minimal
number of scanners k, where Ak = {a1, . . . , ak}, which we need
to use so that the completeness (or the correctness) score is 1. This
is, for the completeness and correctness respectively, we have:

min
k

 ⋃
aj∈Ak

S ′ij = Di

 and min
k

 ⋃
aj∈Ak

S ′′ij = Di


The problem is well known in the literature, and is called the mini-
mal set cover problem known to be NP-hard [40]. A factor-log ∆i

approximation algorithm to the problem exists, and works by itera-
tively selecting the subset in S ′i (or S ′′i for correctness) that has the
maximal overlap with the current set of uncovered elements in Di.
This is, we start with the set of the largest overlap withDi (namely,
S ′ij), add it to the set cover candidates of results, and omit its el-
ements from Di. For Di \ S ′i , we find the subset with the largest
overlap with it, and add it to the results. We repeat by selecting sub-
sets in Si until the set Di is totally covered (i.e., the remainder is
an empty set)—upon which the cover size is the number of subsets
eliminated—or the subsets in Si are totally exhausted.

Related to the both completeness and correctness score we com-
puted above are the number of labels provided by each AV scanner,
and the number of malware samples labeled under the largest label.
Indeed, one can even extend the latter metric to include the distri-
bution on the size of the all labels provided by an AV scanner for
each malware family. We compute those derived metrics for each
AV scanner, label, and malware family.

3. DATASETS, LABELS, AND SCANS

3.1 Dataset
For the evaluation of different AV vendors based on a common

ground of comparison, we use a multitude of malware samples.
Namely, we use more than 12,000 malware samples that belong to
12 distinct malware families. Those families include targeted mal-
ware, which are oftentimes low-key and less populated in antivirus
scanners, DDoS malware, rootkits, and trojans that are more pop-
ular and well populated in antivirus scanners and repositories. We
use families, such as Zeus, with leaked codes that are well under-
stood in the industry. The malware families used in the study are
shown in Table 1 with the number of samples that belong to each
malware family, and the corresponding brief description.

In the following, we elaborate on each of those families.

• Zeus: Zeus is a banking Trojan that targets financial sector
by stealing credentials from infected victims. The malware
steals credentials by hooking Windows API fucntions which

intercepts communication between clients and bank’s web-
site and modifies the returning results to hide its activities.
• Avzhan: is a ddos botnet, reported by Arbor Networks in

their DDoS and security reports in September 2010 [3]. The
family is closely related to the IMDDoS [8], a Chinese process-
based botnet announced by Damballa around September 2010.
Similar to IMDDoS, Avzhan is used as a commercial bot-
net that can be hired (as a hit man) to launch DDoS attacks
against targets of interest. The owners of the botnet claim on
their website that the botnet can be used only against non-
legitimate websites, such as gambling sites.
• Darkness: also known as Optima, is a malware family that

is availably commercially and is developed by Russian crim-
inals to launch DDoS, steal credentials and use infected hosts
for launching traffic tunneling attacks (uses infected zombies
as potential proxy servers). The original botnet was released
in 2009, and as of end of 2011 it is in the 10th generation [9].
• DDoSer: Ddoser, also know as Blackenergy, is a DDoS mal-

ware that is capable of carrying out HTTP DDoS attacks.
This malware can target more than 1 IP address per DNS
record which makes it different than the other DDoS tools. It
was reported on by Arbor networks and analyzed in 2007 [12].
• JKDDoS, a DDoS malware family that is targeted towards

the mining industry [4]. The first generation of the malware
family was observed as early as September of 2009, and was
reported first by Arbor DDoS and security reports in March
2011.
• N0ise: n0ise is a DDoS tool with extra functionalities like

stealing credentials from victim and downloading and exe-
cuting other malware. The main use of n0ise is recruiting
other bots to DDoS a victim using methods like HTTP, UDP,
and ICMP flood [20].
• ShadyRat: is a targeted malware that is used to steal sensi-

tive information like trade secrets, patent technologies, and
internal documents. The malware employes a stealthy tech-
nique when communicating with the C2 by using a combina-
tion of encrypted HTML comments in compromised pages
or stegonagraphy in images uploaded to a website [21]
• DNSCalc: is a targeted malware that uses responses from

the DNS request to calculate the IP address and port number
it should communicate on, hence the name DNSCalc. The
group is also known as APT12 by Mandiant. The malware
steals sensitive information and targets research sector [13].
• Lurid: was first observed by the Japanese software security

vendor Trend Micro on September 2011. Three hundred at-
tacks launched by this malware family were targeted towards
1465 victims, and were persistent via monitoring using 15
domain names and 10 active IP addresses. While the attacks
are targeted towards US government and non-government or-
ganization (NGOs), there seems to be no relationship be-
tween the targets indicator that perhaps the family is being
used commercial as a hit man [39]
• Getkys: (also known as Sykipot) is a single-stage Trojan

that runs and injects itself into three targeted processes: out-
look.exe, iexplorer.exe and firefox.exe. Getkys communi-
cates via HTTP requests and uses two unique and identifiable
URL formats like the string “getkys." The malware targets
aerospace, defense, and think tank organizations [2].
• ZAccess: also known as ZeroAccess, is a rootkit-based Tro-

jan and is mainly used as an enabler for other malicious ac-
tivities on the infected hosts (following a pay-per-click ad-
vertising model). It can be used to download other malware



Table 1: Malware families used in this study, their size, and de-
scription. All scans done on those malware samples are in May
2013. (t) stands for targeted malware families. Ddoser is also
known as BlackEnergy while Darkness is known as Optima.

Malware family # description

Avzhan 3458 Commercial DDoS bot
Darkness 1878 Commercial DDoS bot
Ddoser 502 Commercial DDoS bot
Jkddos 333 Commercial DDoS Bot
N0ise 431 Commercial DDoS Bot
ShadyRAT 1287 (t) targeted gov and corps
DNSCalc 403 (t) targeted US defense companies
Lurid 399 (t) initially targeted NGOs
Getkys 953 (t) targets medical sector
ZeroAccess 568 Rootkit, monetized by click-fraud
Zeus 1975 Banking, targets credentials

samples, open backdoor on the infected hosts, etc. The fam-
ily was reported by Symantec in July 2011, and infects most
versions on the windows operating system [1]

3.2 Samples Vetting and Labeling
Each malware sample in each of those samples has been iden-

tified manually by analysts over a period of time in a service that
requires reverse engineering and manual vetting. Our dataset con-
sists of variety of families and a large number of total samples,
which enable us to derive meaningful insights into the problem at
hand. Furthermore, compared to the prior literature that relies on
tens to hundreds of thousands of malware samples, our dataset is
small enough to enable manual vetting1. To identify the label of
this family, we used forensic memory signatures to identify a set
of possible samples that belong to the given family from our mal-
ware repositories, then we manually vetted the set to ensure our
final data set is clean of malware families that might falsely trig-
ger our memory signatures. For the evaluation of our data set we
used VirusTotal signatures for 48 AV engines to test several eval-
uation measures. We discarded all engines that provided scans for
less than 10% of our dataset. We give each family we use in this
study the name most popular and accepted in the industry based on
a domain-knowledge model.

3.3 VirusTotal
VirusTotal is a multi-engine AV scanner that accepts submissions

by users and scans the sample with multiple AV engines. The re-
sults from VirusTotal have much useful information, but for our
case we only use the AV vendor name and their detection label.
VirusTotal will provide more AV results (with respect to both the
quantity and quality) when a malware sample has been submitted
in the past. The reason for this is that AV engines will provide an
updated signature for malware that is not previously detected by
their engines but was detected by other engines. Hence, malware
samples that have been submitted multiple times for a long period
of time will have better detection rates, and labels given to them by
AV vendors are likely to be consistent, correct, and complete.

1We use malware samples accumulated over a period of 18 months
(mid 2011 to 2013). This gives the AV vendors an advantage and
might overestimate their performance compared to more emerging
or advanced persistent threat (APT).

We note that because no researchers had an alternative to what
the AV scanners provide, so far the completeness, consistency, and
correctness—the three comparison and evaluation measures we study
in §4—of AV labels and scans were not challenged, and implica-
tions of those metrics of an AV scan were overlooked in the past.

4. MEASUREMENTS AND FINDINGS
In the following, we present the results and provide some re-

marks on them.

4.1 Completeness
For completeness, and as explained above, we use the ratio of de-

tections for every AV scanner and for each of the families studied
(the ratio is computed over the total number of malware samples in
each family). For example, an AV engine Ai that has 950 detec-
tions out of a 1,000 sample dataset would have a 0.95 completeness
regardless to what labels that are returned by the named AV.
Overall completeness scores: Figure 1 shows the completeness
scores of each of the AV scanners listed on the x-axis, for the 11
families in Table 1. Each of the boxes in the boxplot corresponds to
the completeness distribution of the given scanner: the median of
the completeness for the AV scanner over the 11 families is marked
as the thick middle line, the edges of the box are the first and third
quartiles, and the boundaries of each plot are the minimum and
maximum with the outliers below 5% and above 95% of the popu-
lation distribution. On this figure, we make the following remarks
and findings. First of all, we notice that the maximum completeness
provided by any AV scanner for any of the studied malware families
is 0.997 (99.7% detection rate), and is never perfectly complete, in-
dicating that even the best and most populated scanner may miss
some of the samples studied in this work. We later show that all
samples are present in a set of independent scanners, when con-
sidered combined, suggesting that those malware samples are not
obsolete or limited or present only in our malware repository. Sec-
ond, we note that on average the completeness of the scanners with
respect to the total number of malware families considered in the
study is only 0.591 (a score not shown in the figure; which means
only 59.1% detection rate). In other words, every scanner on av-
erage misses 40% of the studied malware families, and cannot be
used as a single source for determining whether a set of malware
samples is benign or malicious in total. While researchers strive
to achieve 99% of accuracy in their classification of malware sam-
ples [7], a 40% of incompleteness is an overlooked margin of error,
and it is unclear how this margin is considered in the total perfor-
mance measures in the literature. Even worse, the completeness of
a scan does not guarantee a correctness of a detection.

Furthermore, the same figure shows that even with the well per-
forming scanners on the majority of samples and families, there
are always families that are missed by the majority of scanners,
and are statistically considered outliers with respect to the rest of
the scores provided by the same scanners for other families (e.g.,
scanners on the right side of Sophos, which has a mean and me-
dian completeness scores of 0.7 and 0.8 respectively). Interestingly,
we find that those outliers—while generally are targeted malware
that take longer to propagate in AV scanners—are not the same
outlier across all scanners, suggesting that an information sharing
paradigm, if implemented, would help improve the completeness
score for those families. Finally, we notice that popular AV scan-
ners, such as those widely used in the research community for eval-
uating the performance of machine learning based label techniques,
provide results across the board and are by no means consistently
better than other scanners: examples include VirusBuster, ClamAV,
Symantec, Microsoft, and McAfee, which represent a wide range
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Figure 1: A box plot of the completeness scores of the various antivirus vendors and scanners used in the study against the 11
malware families shown in Table 1. The y-axis is on the linear scale, of 0-1.

of detection scores.
Completeness vs diversity of labels: Does the completeness as a
score give a concrete and accurate insight into the performance of
AV scanners? A simple answer to the question is negative. The
measure, as defined earlier, tells how rich is an AV scanner with
respect to the historical performance of the scanner but does not
capture any meaning of accuracy. The accuracy of the AV scan-
ners is determined by the type of labels assigned to each family,
and whether those labels match the ground truth assigned by an-
alysts upon manual inspection—which is captured by the correct-
ness score. However, related to the completeness is the number of
labels each AV scanner generates and the diversity (or perhaps the
confusion) vector they add to the evaluation and use of AV scan-
ners. For each AV vendor, we find the number of labels it assigns
to each family. We then represent the number of labels over the
various families as a boxplot (described above) and plot the results
in Figure 2. The figure shows two interesting trends. First, while
it is clear that no scanner with a non-empty detection set for the
given family has a single label for all malware families detected by
the scanner, the number of labels assigned by the scanner are of-
tentimes large. For example, the average number of labels assigned
to a malware family by any scanner is 139, while the median num-
ber of labels is 69, which creates a great source of confusion. We
further notice that one of the scanners (McAfee) had 2248 labels
for the Avzhan malware family, which gives more than one label
for every 2 samples. The second trend we see on the same figure
is that the number of labels assigned by the scanner is positively
correlated with the completeness score (by visually comparing fig-
ures 2 and 1; correlation coefficient of 0.24).
Completeness vs. largest label: Finally, for a deeper understand-
ing of how the number of labels contribute to the completeness (and
later accuracy of labeling), we study the ratio of malware samples
associated with the largest label given by each scanner. The results
are shown in Figure 3. We see that while the average largest label
among all we studied covers only 20% of the malware samples for
any given scanner, some scanners, even with good completeness
scores (e.g., Norman, Ikarus, and Avast, among others), also pro-
vides a single label for the majority of detections (for 96.7% of the
samples in Norman, for example). However, looking closer into
the label given by the scanner, we find that it is too generic, and
describes the behavior rather than the name known for the malware
family; Trojan.Win32.ServStart vs Avzhan.

4.2 Correctness
We define the correctness of the labeling provided by an AV

scanner as ratio of correctly labeled malware samples out of the
total number of samples in the studied family (with respect to the
reference label). Because of the large number of variables involved
in the correctness, we limit our attention to two analysis aspects:
general trends with a select AV vendor over all families, then we
demonstrate the correctness of two families for all vendors.

4.2.1 Family-based Trends
We start the first part by iterating over each of the malware fam-

ilies, and group their behavior into three categories: families that
AV scanners failed to label, labeled correctly, or labeled under other
popular (unique) names.
Failed to label: First, we notice that two of the families studied
in this paper had no correct labels in any of the scanners: N0ise
and Getkys. Of the generic labels associated with the first fam-
ily is *krypt* and variants (a generic label corresponding to ob-
fuscated malware samples), with GData, BitDefend, and F-Secure
providing coverage of the label of 51.7%, 51.7%, and 50.8%, re-
spectively. With the alternative but unique names associated with
N0ise, Microsoft labels it correctly as Pontoeb 49% of the time (out
of the studied malware samples). We observe that Pontoeb shares
the same functionality with N0ise. In all of the incorrect labels pro-
vided by scanners, the most popular ones are too generic, including
“trojan”, “virus”, “unclassified”, and nothing stands to correspond
to a functionality or behavior.
Labeled under known names: Second, out of 3458 samples of
Avzhan, the scanner AVG had the only meaningful label, which
is DDoS.ac. Out of 3345 detections, 1331 were labeled with the
meaningful label, corresponding to only about 39% of the samples.
We notice that the rest of the AV scanners provide generic labels
describing some of its behavior, like ServStart which refers to the
fact that the malware family is installed as a service. This poor re-
sult is observed despite the reasonable detection as observed in the
AV scanners’ completeness performance on the family; an average
of 71.5% and a median of 84.25%. We note that a generic label as-
sociated with the family, like *servicestart* (indicating the way of
installation and operation of the sample) provides a collective cor-
rectness of label of about 62.7%, 47.5%, 46.6%, 41.8%, and 41.7%
with Ikarus, Avast, NOD32, Emsisoft, and QuickHeal, respectively.

Each of Symantec, Microsoft, and PCTools detected Jkddos close
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Figure 2: A box plot of the number of labels assigned by the various antivirus scanners used in the study for their detection of
the malware families shown in Table 1. The y-axis is truncated (originally goes to 2248; smaller values are one indicator of better
performance of an antivirus scanner.)
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Figure 3: A box plot of the size of the largest label of the given antivirus scanner for the various malware families shown in Table 1.

to 98% of the time and labeled it correctly (as jackydos or jukbot,
two popular names for the family) for 86.8%, 85.3%, and 80.3%
of the time (Sophos followed with 42.3%). This correctness of la-
beling provides the best performance among all families studied in
this paper. The rest of the AV scanners labeled it either incorrectly
or too generic, with the correct labels under 5% of the time. As for
DDoSer (also blackenergy), DrWeb provided close to 90% of de-
tection, but only 64.1% of the total number of samples are labeled
with the correct label, followed by 23.7% and 6.8% of correct label-
ing provided by Microsoft and Rising, and the rest of the scanners
provided either incorrect or too generic labels like Trojan, generic,
and autorun, among others.

ZeroAccess is labeled widely by the labels ZAccess, 0Acess,
Sirefef, and Alureon, all of which are specific labels to the fam-
ily. We find that while the detection rate of the family goes as
high as 98%, the best correct labels are only 38.6% with Microsoft
(other noteworthy scanners are Ikarus, Emsisoft, Kaspersky, and
NOD32, with correctness ranging from 35.9% to 28.5%). Finally,
Zeus is oftentimes labeled as Zbot, and we notice that while com-
pleteness score of 98% is obtained, only about 73.9% of the time
the label is given correctly in a scanner (McAfee). Other well-
performing scanners include Microsoft, Kaspersky, and AhnLab,
providing correctness of 72.7%, 54.2%, and 53%, respectively.
Behavior-based labeling: Third, Lurid is labeled as Meciv, puce-

door, and Samkams by various scanners which are based on the be-
havior of the malware. Both of the first labels are for malware that
drops its files on the system with names such as OfficeUpdate.exe
and creating a service name like WmdmPmSp, while the last label
is for worms with backdoor capabilities. This malware is labeled
correctly based on the behavior, but not the name that is given to
it originally in the industry. We notice that the top five performing
scanners when considering the first and second labels are ESET-
NOD32, Microsoft, Commtouch, F-port, and Rising, with correct-
ness scores of 68.4%, 51.6%, 33.6%, 33.1%, and 31.1% respec-
tively. When adding the third label as a correct name of the sample,
the list of top performing scanners includes Symantec and PCTools,
with 44.1% and 41.9%, respectively, at the third and fourth spots
with the previous percents of top performing scanners unchanged,
suggesting that the name samkams is specific to both scanners only.

DNSCalc is given two major labels (ldpinch and cosmu) cov-
ering about 34.2%, 34%, 33.7%, and 33.5% by Microsoft, The-
Hacker, Kaspersky, and ViRobot scanners.. However, both labels
are generic and do not qualify for a correct label: ldpinch is a
generic name for password stealing Trojans and cosmu is a generic
label for Worm spreading capability.

Darkness is mislabeled as IRCBot (a detection for worms that
spread using the Internet Relay Chat–IRC), by the majority of the
scanners (providing about 58.7% to 41.4% of correctness for the
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Figure 4: Correctness score of all studied AV scanners— zeus (top) vs jkddos (bottom). The stacked bar plot legend is as follows:
green for correct, blue for generic, and red for incorrect labeling. The score is computed out of the total number of samples (i.e., the
maximum stacked bar length is equal to the completeness score of the given AV scanner for the studied family).

top five scanners). One potential reason to explain this mislabeling
is the fact that the source code of Darkness is public and shared
among malware authors (thus, signatures applied to it confuses it
with other families). Furthermore, as per the description above,
the label is generic and captures a variety of worms based on the
method of their propagation. Similarly, ShadyRAT is named as
Hupigon by 10 scanners, with the highest AV scanner detecting it
70% of the time and giving it the correct label 30% of the time
(43% of the detections).

4.2.2 AV-based Trends
Now we turn our attention to understanding and demonstrating

the performance of every scanner we used over two selected mal-
ware families: Zeus and JKDDoS. We use the first family because
it is popular, have been analyzed intensively, and is of particular
interest to a wide spectrum of customers who analyzed and un-
derstand the family well. The second family is selected based on
the performance of top scanners highlighted in the previous sec-
tion. The two families belong to financial opportunistic malware.
To evaluate the correctness of the labels, we define three classes of
labels: correct labels (based on the industrially popular name high-
light in the previous section), generic labels (based on placeholders
commonly used for labeling the family, such as “generic”, “worm”,
“trojan”, “start”, and “’run”, which partly indicate mechanisms of
operation), and bad labels (including “suspicious”, “malware”, and
“unclassified”, which do not hold any meaning of a class). We plot
the results of evaluating the vendors in Figure 4.

For Zeus, although those labels are expected to yield high results—
given that the family is well understood and is of high-interest—the
results show otherwise. In particular, we find that on average, each
scanner labels a malware sample correctly 25.9% of the time. Fur-
thermore, only 18.3% of increased correctness is added by con-
sidering generic names, brining up the correctness to 44.2% (and
missing 20.6 of the labels). When normalizing the correctness by
the detections (rather than the total number of the samples), this
yields a correctness score of only 62.4%.

JKDDoS does not seem to bring any positive insight into the
performance of AV scanners. We notice that, while certain scan-
ners perform well in detecting and giving the correct label for the
majority of samples, as shown in the previous section, the major-
ity of scanners perform poorly on the sample. When considering
the correct label, on average only 6.4% of the samples are labeled
correctly by any scanner. When adding generic labels, the percent

increases to 45.1% on average (and 26.2% of mislabeled samples,
on average) maintaing around 63% of correctness out of detections,
and showing that the majority of labeled samples are either misla-
beled or generically labeled.

This evaluation measure of AV scans has perhaps the most criti-
cal implication. In short, this measure says that, even when an AV
provides a complete scan for a malware dataset, it is still not guar-
anteed that the same scanner will provide a correct result, and thus
a labeling provided by an AV vendor cannot be used as a certain
ground truth of labeling. On the other hand, findings in this section
show that while on average the majority of scanners would perform
poorly for a given malware family, it happens to be the case often-
times that a few of them perform well by capturing the majority
of samples in the studied sets. Those scanners vary based on the
studied family, highlighting specialities by vendors with respect to
malware families and labels, and suggesting that the added variety
of scanners, while may help in increasing covering, only adds to
the confusion under the lack of a baseline to guide their use.

4.3 Consistency
As defined in §2, the consistency score of an AV determines how

it agrees with other scanners in its detection (or labeling; depending
on metric used for inclusion of samples to a scanner) of malware
samples. The consistency is determined per sample and is com-
pared across all AV engines in a pairwise manner. This is, the Σ
scanners we use in our study (48 in total) result in (Σ − 1)2 pair-
wise consistency scores in total, and (Σ − 1) of them capture the
consistency of each AV scanners with other scanners. We charac-
terize those consistency scores by a box-plot that captures the first,
second, and third quartiles, along with the maximum and minimum
of the distribution of consistency score for the given AV scanner.
In the following we highlight the findings concerning one family
(Zeus) and using the detection (completeness) as the inclusion met-
ric. We defer other combinations of options to the technical report,
for the lack of space. The results are shown in Figure 5.

We observed (on average) that an AV engine is about 0.5 consis-
tent with other AV engines, meaning that given a malware sample
detected by Ai, 50% of the time it is also detected by Aj as mali-
cious. Figure 5 illustrates the consistency of each AV engine across
all other engines using box plots (name of vendors are omitted for
visibility). The figure clearly displays a median of approximately
50% for all AV engines. This finding further raises the question of
how many AV scanners it would take to get a consistent detection
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Figure 5: Consistency of detections by 48 vendors (using the
Zeus malware family).

for a given dataset, and the subtle problems one may face when
utilizing multiple vendors for a given dataset.

Another observation we make is that there is always a set of ven-
dors who are always consistent with a major vendor. For example,
we observe that 24 vendors are consistent in their detection (almost
perfectly) with the leading vendor in this particular family. There
are several potential explanation for this behavior. It is likely that
there is a mutual agreement of sharing, the same set of samples is
scanned by the 24 vendors as a single process, or perhaps that some
of the vendors are following the lead of a single major vendor by
populating hashes of malware. We emphasize that the observation
cannot be generalized on all families, and when the phenomena is
visible, the leading vendor changes.

4.4 Coverage
The coverage metric which we defined in §2 tells us how many

AV vendors that we need to use in order to cover the largest number
of samples possible in a dataset. The two versions we define for
computing the coverage depend on the metric used for inclusion of
samples to a given scanner: completeness and correctness.
How many AV scanners? Again, we use the same vendors we
used for plotting the previous figures of the completeness and cor-
rectness scores to answer this question. We use the approximation
technique [40] described in §2 to find the coverage of the various
malware families. We review the results of all families, and empha-
size the measurements for two families: Zeus and JKDDoS.

Figure 6 shows the completeness and correctness-based coverage
for two families. From this figure, we make several observations.
First, and as anticipated, we notice that the number of scanners we
need to use in order to achieve a certain coverage score is higher for
the correctness measure than the completeness. This finding is nat-
ural, and has been consistent with the relative order of the scores of
individual scanners, since detecting a sample is not a guarantee for
giving it the correct label, as we show in §4.1 and §4.2. Second, and
more important, in both families we observe that a perfect (or close
to perfect) completeness is not a guarantee for perfect correctness
regardless of the number of AV scanners utilized for achieving the
coverage. For example, while three vendors are enough for achiev-
ing a perfect completeness-based coverage for JKDDoS (and 10 are
required in case of Zeus), the achieved correctness-based coverage
in both cases using the same set of vendors is only 0.946 and 0.955.
Even when all available vendors are used (48) together to cover the
set of tested samples, a coverage of 0.952 and 0.976. This number

does not change after using five and 25 vendors with JKDDoS and
Zeus, respectively. Finally, we observe that this finding concerning
imperfect correctness-based coverage (regardless to the number of
AV scanners we utilize) is consistent in a number of malware fam-
ilies, including browfox (shady RAT), darkness, and others.
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Figure 6: The coverage when using multiple AV vendors on two
families: Zeus and JKDDoS. The coverage is computed using
the approximation mechanism described earlier, for the cor-
rectness and completeness.

5. DISCUSSION
So far, findings presented in this paper focused on the negative

aspects of the performance of AV vendors, and they indicate that
the labels produced by AV scanners to name malware samples are
incomplete, inconsistent, and oftentimes incorrect. These findings,
however, call for further investigation on the implications on sys-
tems which use those labels for their operation. Furthermore, those
findings call for further investigations of how to make use of those
labels, despite their shortcomings. In this section, we proceed to
discuss the implications of the findings, ways to improve the label-
ing, and what we as a research community about those problems
and directions. We set the suggestions as open research directions
each of which deserve a separate study.

5.1 Implications
As mentioned in section 1, many systems rely in their operation

on the labels produced by antivirus scanners for their operation.
Those systems can be classified into two groups: 1) operational
systems, and 2) academic proposals (e.g., systems to extrapolate
labels of known malware samples to unlabeled ones). To this end,
the implication of the findings in this study is two parts, depending
on the targeted application.
• Research applications: for research applications that claim ac-
curacy of 99% of classification and clustering of malware samples
into specific families, the findings in those paper are critical. Those
systems, including the best known in the literature, use known and
popular names of malware families in the industry (including those
named in this paper). Accordingly, and based on the diversity of
results produced by the various antivirus scanners used in the liter-
ature for naming malware samples, one would expect the accuracy
of those systems not to hold as high as claimed in those studies.
• Security operations: As for the operation systems that rely on
labels produced by antivirus scanners, the findings in this paper are
warning and call for caution when using those labels for decision
making. We note that, however, security analysts in typical enter-
prises know beyond what academic researchers know of malware



families, and can perhaps put countermeasures into action by know-
ing the broad class of a malware family, which is oftentimes indi-
cated by the labels produced by antivirus scanners. Furthermore,
operational security analysts oftentimes employ conservative mea-
sures when it comes to security breaches, and knowing only that
a piece of code is “malicious” could be enough to put proactive
countermeasures into actions. However, we emphasize that even
the approximate names and generic classes of labels take time to
get populated in antivirus scans, which in itself may have an effect
on operational security. Furthermore, we note that even with the
most popular malware family among the ones we studied in this
work, the completeness score is oftentimes less than perfect, and
that in itself calls for further caution.

5.2 Remedies
The next question that emerges as we discuss the implications of

the study is what we, as a community of researchers and industry,
can do about the findings in this work, and the question we raised
so far. As with the implications, efforts to improve the labeling
and the way they are used for serving the security of individual and
enterprises can be split into two directions: research and industry.
In the following, we outline several remedies and effort that can
address the problem if taken by the intended parties.
• Data sharing: most studies for classifying or clustering malware
samples into specific families require a solid ground truth. In re-
ality, and if any of those systems to be realized operationally, the
ground truth is not needed for the entire studied or analyzed data,
but rather for at least a portion of it to 1) establish a baseline of ac-
curacy, and 2) to help tune those systems by exploring discrimina-
tive features to tell malware families apart. Despite the drawbacks
of benchmarking, a step that might help remedy the issues raised in
this study is by sharing data with such solid ground truth to evalu-
ate those academic systems on it. Despite some recent initives in
enabling data sharing, transparency with respect to that is still one
of the main challenges that face our community and platforms has
to be explored for enabling and facilitating such efforts.
• Names unification: while many of the names provided by an-
tivirus scanners are inaccurate due to the lack of knowledge of
studied malware samples—e.g., the static signature used analyz-
ing scanning the sample to give it a name is too generic and doesn’t
capture a specific family—an equally important and contributing
factor to the confusion in this domain is the diversity of (possi-
bly valid) names given by competitors malware families as they
discover them. One way to help increasing the consistency and
accuracy of names is to create such a naming convention that can
followed by multiple players in the antivirus ecosystem.
• Making sense of existing names: also related to the previous
direction, we note that oftentimes names given to malware fami-
lies are the result of the lack of a standard convention of naming.
Having this convention in the future will help name malware sam-
ples but will not fix the mess of names of already analyzed large
libraries of malware samples. To this end, the research community
can help by making sense of various names given to malware sam-
ples by various vendors to create such convention. This would be
enabled if highly accurate malware labels available in various insti-
tutes (including those studied in this paper) are shared to the com-
munity interested in analyzing them. Techniques with potential of
resolving naming conflicts by various vendors include voting, ven-
dor reputation and scoring, and evolution of vendor accuracy and
influence for a given family.
• Indicators sharing: while there are multiple forms and platforms
for sharing threat indicators that can be used for accurately naming
malware families and classes, those indicators are less used in the

community. Enabling the use of those sharing platforms to realize
intelligence sharing can greatly help accurately and actively name
malware families with less chances of name conflict.
•What is a name? perhaps more important than the specific name
is to have a broad, but meaningful, name of a class for the mal-
ware family (rather than a generation of the family or a historical
background-driven name that has little chances of adoption by vari-
ety of vendors). Those names can be driven based on the function-
ality and purpose of the malicious code, rather than the background
story of family as it is the case of many of the names used with mal-
ware families (including those analyzed in the paper).

6. RELATED WORK
Ironically, while the use of AV-provided labels has been widely

employed in the literature for training algorithms and techniques
utilized for malware classification and analysis [6,7,15,18,23,28–
31, 36, 38, 42] (a nice survey of many of those works is in [32]);
techniques that are intended for accurately labeling malware sam-
ples, there is less work done on understanding the nature of those
labels, while less is done in this direction by only pointing out is-
sues with AV-provided labels. To the best of our knowledge, the
only prior work dedicated for systematically understanding AV-
provided labels is due to Bailey et al. [6]. However, our work is
different from that work in several aspects highlighted as follows:

• While our work relies on a set of manually-vetted malware
samples for which we know the accurate label and family, the
work in [6] relies on an AV vendor as a reference. In partic-
ular, the authors use McAfee as the (complete and accurate)
reference of detection and labeling and compare other ven-
dors to it. Our technique avoids this issue by relying on a
manually inspected reference set.

• Our study considers the largest set of AV-vendors studied in
the literature thus far for a comparative work. We do that by
relying on the largest number of manually-vetted malware
samples as well. As shown in the study, even when certain
AV providers are consistent among each other, they still don’t
provide perfect results with respect to the ideal ground truth.

• Finally, given that we rely on a solid ground truth, we de-
velop several metrics of AV scans evaluation that are specific
to our study that are not considered before..

7. CONCLUSION AND FUTURE WORK
In this work, we unveil the danger of relying on incomplete, in-

consistent, and incorrect malware labels provided by AV vendors
for operational security and in the research community, where they
are used for various applications. Our study shows that one needs
many independent AV scanners to obtain complete and correct la-
bels, where it is sometimes impossible to achieve such goal using
multiple scanners. Despite several limitations (in §1.4), our study
is the first to address the problem and opens many future directions.

An interesting by-product of our study is several recommenda-
tions and open directions for how to answer the shortcomings of
today’s AV labeling systems. In the future, we will look at meth-
ods that realize this research and answer those directions by tol-
erating across-vendors inconsistencies, and overcome the inherit
incompleteness and incorrectness in labels. We will make public
all datasets and codes used in this study to help pursue alternatives.
We hope this work will trigger further investigation and attention
in the community to this crucial problem.
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