
Com S 541 — Programming Languages 1 September 10, 2006

Homework 2: Declarative Computation Model
Due: 20 points worth of normal problems on Thursday, September 7, 2006; remaining problems and extra

credit on Tuesday September 12, 2006.
In this homework you will learn about the declarative computational model, linguistic abstractions and

syntactic sugars, and exception handling.
For all programing tasks, you must run your code using the Mozart/Oz system. For these you must also

provide evidence that your program is correct (for example, test cases). Hand in a printout of your code and
the output of your testing, for all questions that require code.

Be sure to clearly label what problem each area of code solves with a comment.
Don’t hesitate to contact the staff if you are stuck at some point.
Read Chapter 2 of the textbook [RH04] You may also want to refer to reference and tutorial material on

the Mozart/Oz web site http://www.mozart-oz.org/.

Textbook Problems
The following problems are from the textbook [RH04, section 2.9].

1. Select enough of the following to achieve a total of at least 40 possible points.

(a) (20 points) Problem 4, if and case statements.

(b) (15 points) Problem 6, the case statement again.

(c) (10 points) Problem 8, control abstraction

(d) (25 points) Problem 9, tail recursion.

(e) (10 points) Problem 10, expansion into kernel syntax.

(f) (10 points) Problem 12, exceptions with a finally clause.

(g) (10 points) Problem 13, unification.

2. (extra credit) Do as many of the above selected problems as you find interesting. The extra credit points
you receive will be based on the possible points noted above.

3. Other extra credit problems from the textbook.

(a) (10 points; extra credit) Do Problem 2, contextual environment.

(b) (20 points; extra credit) Using the operational semantics presented in class, trace the execution of
the code in problem 7.

Other Problems
4. (40 points; extra credit) Write code in Oz that translates code written in the extended language of

chapter 2 into the kernel language. You can use parsing or other tools that come with Oz. The input
should be text and the output should also be text. (Hint: you may want to use GUMP.)

For example, given the input

local Th = 3 in {Browse Th*Th} end

it would produce the output

local Th in Th=3 local X in X=Th*Th {Browse X} end end

(Such outputs may be easier to read if indented, but that is not necessary for this problem.)
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5. (60 points; extra credit) Write code in Oz that prints out a series of steps that the operational semantics
of Oz takes when executing a kernel program. The input to this program should be a text string that is
in the kernel language.

For example, given the input

local Th in Th=3 local X in X=Th*Th {Browse X} end end

it would produce output similar to the following.

([(local Th in Th=3 local X in X=Th*Th {Browse X} end end], {}), {})
-->
([(Th=3 local X in X=Th*Th {Browse X} end, {Th-->x1})], {x1})
-->
([(Th=3, {Th-->x1}) (local X in X=Th*Th {Browse X} end, {Th-->x1})], {x1})
-->
([(local X in X=Th*Th {Browse X} end, {Th-->x1})], {x1=3})
-->
([(X=Th*Th, {X-->x2, Th-->x1}) ({Browse X}, {X-->x2, Th-->x1})], {x1=3,x2})
-->
([({Browse X}, {X-->x2, Th-->x1})], {x1=3, x2=9})

At the end, the machine gets “stuck” when trying to execute Browse, since it is not found in the
environment.

6. (50 points total; extra credit) Read a paper on one of the following topics:

• operational semantics [Ast91, Plo77, Plo81] or some chapters of Hennessy’s book [Hen90], or

• Landin’s classic paper “The Next 700 Programming Languages” [Lan66].

You can also find some other published research article in a journal or conference proceedings related
to the topics in this chapter. (By a published research article, I mean an article that is not in a trade
journal (e.g., it has references at the end), and that is from a refereed journal or conference. Publication
means the article actually appeared in print (or an on-line refereed venue), and was not just submitted
somewhere. So beware of technical reports on the web. It’s okay to get a copy of a published article
from the web, although I highly encourage you to physically go to the library.)

Write a short (1 or 2 page maximum) review of the article, stating:

• (10 points) what the problem was that the article was claiming to solve,

• (20 points) the main points made in the article and what you learned from it,

• (20 points) what contribution it make vs. any related work mentioned in the article.

In your writing, be sure to digest the material; that is, don’t just select various quotes from the article
and string them together, instead, really summarize it. If you quote any text from the paper, be sure to
mark the quotations with quotation marks (“ and ”) and give the page number(s).

If you do a different article than one of those mentioned above, then hand in a copy of the article with
your review. In any case, be sure to explicitly cite the paper you reviewed.
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