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Abstract— Asymmetric links are common in wireless networks
for a variety of physical, logical, operational, and legal consider-
ations. An asymmetric link supports uni-directional communica-
tion between a pair of mobile stations and requires a set of relay
stations for the transmission of packets in the other direction.
We introduce a MAC layer protocol for wireless networks with
asymmetric links (AMAC). The MAC layer protocol requires fewer
nodes to maintain silence during a transmission exchange than
the protocols proposed in [1], [2]. We present a set of concepts
and metrics characterizing the ability of a medium access control
protocol to silence nodes which could cause collisions.

I. INTRODUCTION

In a wireless environment, at any given time, an asymmetric
link supports unidirectional communication between a pair of
mobile stations and requires a set of relay stations for the
transmission of packets in the other direction. Throughout this
paper the term “asymmetric” is related to the transmission
range of a node at time ¢ and a communication channel linking
two nodes. Two nodes linked by an asymmetric link at time
t may find themselves in close proximity, or may be able to
increase their transmission range and to reach each other at
time ¢+ 7 and thus be connected by a bi-directional link. Thus
we feel compelled to make a distinction between unidirectional
and asymmetric links in wireless networks. We shall drop this
distinction whenever the context allows us to.

Asymmetric links are common in wireless networks for a
variety of physical, logical, operational, and legal considera-
tions. The transmission range of a node might be limited by the
capabilities of the hardware or by power limitations. A node
might need to limit its transmission power to avoid interference
with a licensed user of the spectrum, or because of dynamic
spectrum management considerations. In military applications,
considerations of stealth might require some nodes to reduce
their transmission power.

In this paper we introduce a MAC layer protocol for wireless
networks with asymmetric links. The MAC layer protocol
requires fewer nodes to maintain silence during a transmission
than the protocols proposed in [1], [2]. We introduce a set of
metrics characterizing the ability of a medium access control
protocol to silence nodes which can cause collisions.

II. RELATED WORK

In a wireless network with symmetric links only, a hidden
node is generally defined as a node out of the range of the
sender and in the range of the receiver [5]. According to this
definition such a node is hidden from the sender but exposed
from the receiver. The hidden node problem can be solved
by a RTS-CTS handshake mechanism proposed by MACA

[6] (RTS stands for Request to Send and CTS for Clear to
Send). However, in a heterogeneous wireless ad hoc network,
a hidden node should be defined as a node out of the range
of the sender and whose range covers the receiver. According
to this definition, a hidden node is hidden from the sender
and possibly hidden from the receiver as well. The RTS-CTS
handshake mechanism is not a solution for such networks since
a CTS packet may not be able to reach hidden nodes.

Several solutions to the hidden node problem in a hetero-
geneous wireless ad hoc network exist. [1] proposes that a
node rebroadcasts a CTS packet if it is received from a low-
power node. To decrease the probability of collisions, each
node waits a random number (1 ...6) of SIFS (Short Inter-
Frame Spacing) periods before transmitting a CTS packet. [2]
made several improvements relative to [1]: (i) not only CTS
but also RTS packets are rebroadcasted; (ii) nodes with a CTS
packet to rebroadcast, first sense the medium and transmit only
if the medium is not busy; and (iii) only high-power nodes
rebroadcast RTS or CTS packets. The solutions proposed by
[1] and [2] can lead to inefficient use of the channel if nodes
are misclassified as hidden nodes. In such situations, nodes that
could have been active are silenced due to misclassification,
severely degrading the channel utilization. [1] and [2] routinely
assume routing over symmetric links so that the sender is
able to receive both CTS and ACK packets. In the presence
of asymmetric links, however, the sender might not receive
the CTS or ACK packets, thus the sender cannot trigger the
transmission of DATA packets, and does not know whether a
transmission was successful or not. The MAC protocol to be
presented in Section III is designed to handle these situations
as well.

I1I. MAC PrROTOCOL
A. Topological considerations

The handling of the hidden nodes is an essential problem
for wireless MAC protocols operating in the presence of
asymmetric links. In the following, we introduce a series of
topological concepts and attempt to classify hidden nodes. The
following definitions are necessary to introduce the MAC layer
protocol.

We call the proxy node through which an L-Node can
reach an H-node a P-node. A tunnel is defined as the reverse
route from an L-Node to an H- through a P-node. Call T}, a
transmission from sender s to receiver 7.

Definition 1: A set of m nodes iy,4s,...1, € N are in
an m-party proxy set if each node can reach the other m — 1



nodes either directly or through a subset of the other m — 2
members. [7]

Definition 2: Call V; the vicinity of node 7. V; includes all
nodes that could be reached from node .

Vi = {jIR(,4)}-
Definition 3: Call Hg, the set of hidden nodes of a trans-
mission Tg,. Hg, includes nodes that are out of the range of
the sender and whose range covers the receiver.

H,,. = {k|-R(s,k) NR(k,7)}.

Note that H, are the hidden nodes for the transmission of
the DATA packets, while H,, are the hidden nodes for the
transmission of ACK packets.

Definition 4: Call P3; the three-party proxy set coverage
of node 7. P3; is the set of nodes nodes reachable either by
node i directly, or participate in a three-party proxy set with
node 7 and a third node.

P3; = {k|R(i, k) V 3; (R(i,5) NR(j, k) AN R(k, 1))}
Definition 5: Call H3, the hidden nodes of a transmission
T, in the three-party proxy set coverage of node r. The set
H3,, includes hidden nodes covered by P3,.

H3,, = H,, N P3,.
Definition 6: Call X H3, the extended hidden nodes of a
transmission 7%, in three-party proxy set coverage of node r.
The set X H3,, includes nodes in H 3, covered by V.

XH3, = H3s — V.

Definition 7: Call X H R3, the extended hidden nodes re-
lay set of a transmission T, in three-party proxy set coverage
of node r. X H R3, includes all nodes in P3, that could relay
traffic from node r to nodes belonging to X H 3, .

XHR3s ={j |7 € Vi A Jrexms,, (R(j, k))}

Definition 8: Call mX H R3, the minimal extended hidden
nodes relay set of a transmission 7, in three-party proxy set
coverage of node r. mX HR3;, includes a set of nodes in
XHR3, (nXHR3, C XHRS3,) such that (i) the node r
can relay traffic to any node in X H3,, through some nodes
from mX H R3,; (ii) the removal of any nodes in mX H R3;,
makes some nodes in X H 3, unreacheable from node r.

Viex 3., Jjemxars., (R(j,k))

and

Viriemx HR3., Ikexus. Piemxnrs.,—{in (R, k).

Note that mX H R3,, may not be unique, and different
minimal extended hidden nodes relay sets could contain a
different number of nodes.

Definition 9: Call M X HR3, the minimum extended hid-
den nodes relay set of a transmission T, in three-party
proxy set coverage of node r. M X HR3;, is the subset of
mX HR3,, with the smallest number of nodes.

MXHR3, € mXHR,,

and
Vr € mXHR3s,.(|MXHR3,,| <|r|).

Finally, we introduce a set of metrics characterizing the
ability of a MAC protocol to silence nodes which can cause
collisions.

Definition 10: Let F be an algorithm of a MAC protocol
that silences proper nodes during a transmission. Call the set
of nodes silenced by F during a transmission T, Sg(F).
Ideally, an algorithm should silence all nodes that have the
potential to be hidden nodes, as well as nodes that could
potentially be affected by the transmission T,.. Assume there
exists an algorithm 7 which classifies all the nodes that should
be silenced during a transmission 7%, thus,

SST'(I) - Hs7' U H7's U ‘/5 U ‘/7

Definition 11: Call Miscs,(F) the misclassification ratio
of an algorithm F for a transmission T,. Miscg,.(F) mea-
sures the ratio of nodes that are incorrectly silenced by F.

. |Ssr(~7:) - SST(I>|
Misew F) =5 @)

Definition 12: Call Missgs(F) the miss ratio of an algo-
rithm F for a transmission T,.. Missg.(F) measures the ratio
of nodes which are not silenced by the algorithm F, although
they should be.

. ‘Ssr(I) — Ssr(}—)‘
Missg (F) =
S5 (2]
Definition 13: Let Misc(F) and Miss(F) be the average
misclassification ratio and average miss ratio of an algorithm
F, respectively. The averages are computed over a network

N.

- 557 F) — Ssr T
Misc(F) = szu-e/\fﬁ(sm) |Ser (F) ( )|7
sz,reNR(s,r) |Ssr(I)|
and
Miss(F) Ssr(Z) — Ssr(F
Miss(F) = ZVSTTENR(S,M (7) (F)|

ZVS,TENR(S,T‘) |SST (I)‘

B. A solution to the hidden node problem

In a heterogeneous wireless ad hoc network with asymmet-
ric links the sender may not be able to receive the CTS or ACK
packets from the receiver. In such a case a DATA packet, or the
next frame cannot be sent. The IEEE 802.11 protocol assumes
that all the connections are symmetric. Our protocol relaxes
this assumption, asymmetric links can be used provided that
they are part of a three-party proxy set [7].

Our protocol retains the use of RTS, CTS, DATA and ACK
frames defined in IEEE 802.11 standard. In addition to these,
we have four additional frames: XRTS (Extended RTS), XCTS
(Extended CTS), TCTS (Tunneled CTS), and TACK (Tunneled
ACK).

Our solution is to send RTS and CTS packets to the nodes
in H3,s and H3,, respectively. In this way, a considerable
number of nodes that are misclassified as “hidden” nodes by
[1], referred to as protocol A, and [2], referred to as protocol
B, are allowed to transmit. Note that our approach does not
identify all hidden nodes, but neither methods A or B are able
to identify all hidden nodes.



C. Node Status

In IEEE 802.11, when a node overhears an RTS or a CTS
packet, it becomes silent and cannot send any packet from
then on until its NAV expires. In this way, nodes in the relay
set cannot send XRTS/XCTS as they should be in a silent
state after overhearing the RTS/CTS packet. To resolve this
dilemma, we replace the silent state with a quasi silent state,
in which a node is allowed to send control packets, except
RTS and CTS.

In the medium access model proposed in this paper, a node
is either in an idle state, active state, quasi silent state, or
silent state. When a node is in an idle state, it is able to send
or receive any type of packets. When a node is in active state,
the node is either sending or receiving a packet. When a node
is in quasi silent state, the node can either receive packets
or send any packet type except RTS, CTS, or DATA packet.
When a node is in silent state, the node can receive packets
but cannot send any packet.

Fig. 1. Routing over asymmetric links in a heterogeneous wireless ad hoc
network. Node s is the sender, r is the receiver, the link from node s to
r is asymmetric, and node j is the proxy node that can relay traffic to s
for . Nodes ky and ko are hidden nodes for transmissions 75 and T,
respectively. Nodes j1 and jo are the proxy nodes that can relay traffic from
s to k1 and from r to k2, respectively.

D. Medium Access Model

The medium access model of our protocol is an extended
four-way handshake. (see Figure 1)For short data frames, there
is no need to initiate an RTS—-CTS handshake. For long data
frames we recognize several phases:

1) Sensing phase. The sender s senses the medium. If it
does not detect any traffic for a DIFS period, the sender
starts the contention phase; otherwise, it backs off for a
random time before it senses again.

2) Contention phase. The sender s generates a random
number v € [0, contention window] slot time. The
sender s starts a transmission if it does not detect any
traffic for ~ slot time.

3) RTS transmission phase. The sender s sends an RTS
packet to the receiver . The RTS packet specifies the
NAV(RTS), link type of Lg,. and M X HR3,s. The link
type field is used to determine whether symmetric or
asymmetric medium access model is used.

4) CTS transmission phase. The receiver r checks whether
the link is symmetric or not. If link L, is symmetric,
node r sends a CTS packet back to node s; otherwise,
node r sends a TCTS packet to node s. A TCTS packet
specifies both the proxy node and the receiver s. The
proxy node forwards the TCTS packet to the original
sender s after receiving it. A CTS/TCTS packet can be
sent only after sensing a free SIFS period. Instead of
MXHR3,,, MXHR3,; — M X HR3,, is specified in
the CTS/TCTS packet so that every extended hidden
node relay is included only once thus the duration of
XCTS/XRTS diffusion phase can be reduced.

5) XRTS/XCTS diffusion phase. All nodes that overhear a
RTS/CTS/TCTS packet enters a quasi silent state. Af-
ter the CTS transmission phase, all extended hidden node
relays that are either specified in RTS or CTS/TCTS
starts contention for broadcasting XRTS/XCTS to its
neighbors. When a node captures the medium, all
other nodes backs off for a random number of (1,
4) SIFS period, and continue the contention until the
XRTS/XCTS diffusion phase finishes. An XRTS/XCTS
diffusion phase lasts for § SIF'S periods, after which all
nodes except the proxy node becomes silent.

6) Data transmission phase. When the XRTS/XCTS diffu-
sion phase finishes, the sender s starts sending DATA
packets to the receiver r after sensing a free SIFS
period.

7) Acknowledgement phase. Once the receiver r success-
fully received the DATA packet from the sender s, it
replies with an ACK if link L, is symmetric, or a TACK
packet if link Ly, is asymmetric. An ACK/TACK packet
can be sent only after sensing a free SIFS period. When
the sender s receives an ACK/TACK packet, it starts
contending the medium for the next frame. Meanwhile,
the NAVs that are reserved for this transmission should
expire.

We note that when a node overhears a packet containing

new NAV information, it compares the current NAV with the
new NAYV, and updates it with the NAV that expires later.

IV. SIMULATION STUDY

A. The accuracy of hidden node classification

A node is misclassified as a hidden node if it is silenced by
the algorithm mistakenly. Misclassification leads to unneces-
sary silencing of nodes which could have been transmitting,
reducing bandwidth utilization. A node is missed by the
algorithm if it was not silenced although it should have been.
Missed nodes lead to collisions. The better the accuracy of
the protocol in classifying the nodes, the better the bandwidth
utilization. A useful measure of the global performance of an



algorithm is the number of incorrect silencing decisions per
transmission - which we define as the sum of the misclassified
and missed nodes.

We compare the accuracy of the classification of our pro-
posed AMAC protocol with the accuracy of two well known
protocols which are performing the same classification [1],
[2]. As a note, the basic 802.11 protocol does not perform
any classification of nodes. The simulation environment is
an area of 500 x 500 meters. We populate our environment
with a heterogeneous collection of nodes belonging to the
four main classes of wireless nodes C1, C2, C3, and C4
(see [7], [8]). The transmission ranges are random variables
with the mean 25, 50, 75, and 100 meters, respectively and the
standard deviations for each class is 5 meters. The simulation
scenarios are created using a set of 40 to 120 nodes including
an even number of nodes for each class. The positions of
the nodes are uniformly distributed in the area. For each
generated scenario, we repeat the experiment 1000 times. The
displacement of nodes are distributed around an initial position
and the standard deviation is 20% of its transmission range.

The results of the simulation are shown in Figure 2. The
graph (a) shows the number of misclassified nodes per trans-
mission. The AMAC algorithm does not misclassify nodes,
because in the process of 3-party proxy set formation, the
nodes whose transmission range does not reach the current
node are filtered out. However, misclassified nodes can appear
with the AMAC protocol if the nodes are highly mobile and
the current configuration does not reflect the one detected
when the 3-party proxy set was established. The graph (b)
shows the missed nodes per transmission. Here the AMAC
protocol performs worse than the other two protocols con-
sidered, as it is considering only the 3-party proxy sets, and
ignores possible higher order proxy sets. However, the number
of missed nodes is very small for all the three protocols.
Figure 3 shows the number of incorrect silencing decisions
per transmission. Here the AMAC protocol emerges with the
lowest number of incorrect decisions, as its better performance
at misclassification compensates for the lower performance in
regards to missed nodes. We need to point out however, that
the AMAC protocol achieves higher performance at the cost
of the overhead required for the maintenance of the 3-party
proxy sets.

B. AMAC with A*LP

We have implemented AMAC in NS-2, with A*LP as the
upper layer protocol. We conducted experiments to compare
the performance with IEEE 802.11 with AODV as the upper
layer protocol. In this section, we discuss briefly an example
when A*LP / AMAC uses asymmetric links to route packets
from each pair of nodes while both AODV / IEEE 802.11 and
OLSR / IEEE 802.11 fail to route packets.

We use NS-2 [9], [10], an object-oriented event-driven
simulator developed at the Lawrence Berkeley National Lab-
oratory as part of the VINT project, with the CMU wireless
extensions [11].

To describe the movement of nodes in the system we use
the “random waypoint” model [12], [13]. Each node randomly
picks a destination on the map, moves to the destination
at a constant speed, and then pauses for certain time, the
pause time. After the pause time, it continues the movement
following the same pattern.

In our simulations we use traffic patterns generated by
constant bit rate (CBR) sources sending UDP packets. Each
CBR source resides at one node and generates packets for
another node. Each CBR source is active for a time interval
called CBR duration. Our simulation allows a setup time to
allow nodes gather certain routing information before gener-
ating any traffic. After the sefup time, The simulation time
is divided into equal time slices, called switching intervals.
During each switching interval, we generate CBR sources for
different pairs of senders and receivers. Table I illustrates
the default settings and the range of the parameters for our
simulation experiments.

TABLE I
THE DEFAULT VALUES AND THE RANGE OF THE PARAMETERS FOR OUR
SIMULATION STUDIES.

Field Value Range
simulation area 500 x 500(m?)
number of nodes 32(C1), 24(C2), 30 - 110
16(C3), 8(C4)
ratio of nodes C1:C2:C3:C4 = 4:3:2:1
transmission ranges 200(C1), 150(C2),
100(C3), 50(C4) (m)
initial energy per node 10000.0(C4), 8000.0(C3),
6000.0(C2), 4000.0(C1) (j)
speed 1 (m/s) 1 - 10 (m/s)
pause time 15 (s)
simulation time 200 (s)
setup time 20 (s)
switching interval 10 (s)
number of CBR sources 10 4 -40

CBR packet size 64 (bytes)
CBR sending rate 512 (bps)
CBR duration 5(s)

To construct 95% confidence intervals, we repeat each
experiment 10 times for a pair of scenario and traffic pattern,
the two elements affecting the results of a performance study.

We are concerned with the impact of node mobility, net-
work load, and network density upon packet loss ratio, and
latency. For each randomly generated scenario and traffic
patterns, we run simulation experiments covering AODV over
IEEE 802.11, OLSR over IEEE 802.11, A*LP using 3-
limited forwarding with distance metric (A*LP-M3-F1) over
AMAC, and A*L P using 3-limited forwarding with the metric
proposed in [7] (A*LP-M3-F2) over AMAC.

The influence of network load

Figure 3 illustrates average latency versus network load.

AODV / IEEE 802.11 is the worst. The ratio of packets
lost by AODV / IEEE 802.11 is roughly twice the rate of
packets lost by the other protocols. The major reason is
that flooding, an inefficient broadcast solution, is used in
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Fig. 3. Packet loss ratio vs. network load. The ratio of packets lost by AODV
/ IEEE 802.11 is roughly twice the rate of packets lost by the other protocols.
Among the other protocols, A*L P-M3-F2/ AMAC performs best, followed
by OLSR / IEEE 802.11, which delivers more packets than A*LP-M3-F1
/ AMAC for similar scenarios and traffic patterns.

AODV / IEEE 802.11 for finding a route. Among the other
protocols, A*LP-M3-F2 | AMAC performs best, followed
by OLSR / IEEE 802.11, which delivers more packets than
A*LP-M3-F1 /| AMAC for similar scenarios and traffic
patterns. OLSR / IEEE 802.11 is able to deliver packets
only via symmetric links, thus packets are dropped if at
least one asymmetric link is on the critical path, however, in
which case A*LP / AMAC is able to deliver those packets.
The case study in the previous section is the right instance.
Our experiment also proves the metric we proposed in [7]
(A*LP-M3-F2), a combined metric with distance, power
level and class information, is a better metric than the distance
only metric (A*LP-M3-F1) in heterogeneous mobile ad hoc
networks.

Figure 4 illustrates the average latency versus the network
load. The average latency of AODV / IEEE 802.11 is much
higher than that of the other protocols. AODV is an reactive
protocol which finds routes only when needed. A*LP is a
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Fig. 4. Average latency versus network load. The average latency of A*LP
/ AMAC is much higher than the other protocols. The average latency of
AODV / IEEE 802.11 is much higher than the other protocols that have
perform similarly.

hybrid protocol, routes to non-neighbors are still discovered
when needed, however, routes to certain In-, Out-, and InOut-
bound neighbors are maintained proactively in a routing ta-
ble; this fact contributes reduces the average packet delivery
latency.

Figure 4 shows that OLSR / IEEE 802.11 is the fastest
protocol, it has the lowest average packet delivery latency.
It is followed by A*LP-M3-F2 /| AMAC, A*LP-M3-F1 /
AMAC.

The average packet delivery latency is only based only
on delivered packets. The combination OLSR / IEEE 802.11
drops more packets than A*LP-M3-F2 / AMAC; these
are the packets which require a protocol able to deal with
asymmetric links. The packets that could be delivered by
A*LP-M3-F2 / AMAC but not by OLSR / IEEE 802.11
generally have higher latency, and this explains why the
average packet delivery latency of A*LP —M3—F2/ AMAC
is higher than that of OLSR / IEEE 802.11.

The influence of network density
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delivers most packets, followed by OLSR / IEEE 802.11, A*LP-M3-F1/
AMAC and AODV / IEEE 802.11 for similar scenarios and traffic patterns.
The packet loss ratio decreases when network density increases to a certain
point, and then increases when network density further increases.

Figure 5 illustrates the average latency versus network den-
sity. For similar scenarios and traffic patterns, A*LP-M3-F2
/ AMAC delivers most packets, followed by OLSR / IEEE
802.11, A*LP-M3-F1 / AMAC, and AODV / IEEE 802.11.
As the network density increases, the network connectivity
increases as well, thus the packet loss ratio decreases. Figure
5 shows that the packet loss ratio decreases from roughly 60%
to about 10% as the number of nodes increases from 30 to 100.
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Fig. 6.  Average latency versus network density. The average latency of

AODV / IEEE 802.11 is much higher than the other protocols that perform
similarly. The packet latency tends to decreases as the number of nodes as the
number of nodes increases for A*LP / AMAC and OLSR / IEEE 802.11.

Figure 6 shows the average packet delivery latency versus
network mobility. The average latency of AODV / IEEE
802.11 is much higher than the other protocols that perform
similarly. For A*LP / AMAC and OLSR / IEEE 802.11 the
packet latency tends to decreases as the number of nodes
increases . As network density increases, more neighbors and

routes are found during the neighbor information exchange
process, thus the packet delivery latency decreases.

V. CONCLUSIONS

In this paper, we argue that asymmetry of the transmission
range in wireless networks is a reality and should be treated
as such. We proposed a MAC layer protocol, (AMAC), which
reduces the number of nodes that have to be silent but as
all the other schemes proposed may miss some of the nodes
which should have been classified as “hidden”. IEEE 802.11
assumes symmetric links between each pair of nodes while
AMAC does not. For traffic over asymmetric links, AMAC
relies on a proxy node in three-party proxy set to relay
acknowledgements back to the sender so that the reliability is
assured. Our MAC protocol reduces average packet loss ratio
and average latency as asymmetric links are comprehensively
utilized which dominate routing in heterogeneous ad hoc
networks.
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