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Abstract

We present an agent-based coalition formation approach
for disaster response applications. We assume that agents
are operating in a dynamic and dangerous environment, and
they need to form convoys to efficiently traverse unsafe ar-
eas and randez-vous at task locations. We assume a dy-
namic model of multilevel coalition formation where agents
can dynamically join and leave the convoy, and the goals of
the convoy (as reflected in its physical path and schedule)
is determined by its current members. We demonstrate our
approach in a simulation study located in the environment
of New Orleans in the hurricane Katrina aftermath.

1 Introduction

Efficient disaster response requires participants to form
teams and coordinate their actions. This process is compli-
cated by a variety of factors:

Dynamic, unpredictable and dangerous environment.
In the immediate aftermath of a disaster (such as the hurri-
cane Katrina in New Orleans or the Asian Tsunami) pre-
viously safe areas might turn into unsafe or unaccessible.
The environment might contain new sources of danger in
the form of natural obstacles (damaged buildings) or even
hostile agents (such as looters or stray dogs).

Dynamic tasks. In rescue missions, tasks appear unpre-
dictably. The discovery of a wounded person at a dangerous
location creates a new task with specific logistics, protection
and medical facets. In severe disasters, the number of tasks
can greatly exceed the available resources.

Dynamic teams and collaboration patterns. Although
some of the disaster management teams are pre-established,
trained together and have a clear pattern of command and
control, many teams are assembled on an ad hoc basis, as
a response to emerging tasks. Teams are composed from
heterogeneous groups of entities: persons, vehicles, service
animals, and so on. Team members might not report to the

same chain of command, might have communication prob-
lems and their interests might not be completely aligned.
For instance, the state police and guerilla groups might co-
operate in a rescue operation but resume hostilities after the
emergency.

Our research group at the Networking and Mobile Com-
puting (NetMoc) laboratory at University of Central Florida
is working on a negotiation based coalition formation ap-
proach which can be used to assemble ad hoc coalitions in
an emergency management scenario. In this paper, we are
concentrating on the negotiation regarding convoy forma-
tion for mobility in a dangerous environment. The convoy
formation approach, which is based on physical destinations
needs to be complemented with a decision process based on
assigning tasks based on the roles the agents are able to as-
sume in a team.

2 World model

The environment considered in this paper assumes a 2-
dimensional geographic area, where we identify: safe areas
which are traversable by any vehicle and convoy, danger ar-
eas which are traversable only by convoys and inaccessible
areas. The model can be extended in a straightforward way
to involve more than three area types which affect the move-
ment of the vehicles in a variety of ways (such as slowing
down, requiring higher energy consumption, and so on). In
this environment, we consider the actions of a set of em-
bodied agents, which have a well-defined physical location
and movement capabilities. In practice, these agents can be
“RAP” (Robots, Agents and/or Persons). The goal of every
agent is to execute a certain task at a destination location.

The time to reach the destination can be improved by
the formation of convoys. In certain cases, the agent can
not reach the destination except through joining convoys.
We assume the agents self-interested but honest; the agents
keep their negotiated commitments. The embodied agents
are using message based communication, which can be ei-
ther point to point or broadcasted to all other agents in the



transmission range.
Negotiation is the process by which a group of agents

come to a mutually acceptable agreement on some mat-
ter [6]. In our scenario, the subject of negotiation is the
joining and leaving convoys, and the adaption of the path of
the convoy to the requirements of the agent. The agents are
exchanging a set of offers, based on their offer construction
strategies. The other party is using its offer evaluation strat-
egy to make a decision, which can be either to accept the
offer, send a counteroffer or terminate the negotiation. Two
subprotocols (for joining and leaving convoys) describe the
message flows for the different negotiation processes.

While this model is common for any kind of negotiation
processes, the fact that the negotiation happens in real-time
in the physical world, creates a set of new requirements.
The negotiation needs to be time constrained, i.e. the time
allotted to the concrete flow of messages needs to be lim-
ited. The agents being in constant movement, they will be
in their communication range for a limited amount of time.
The negotiation needs to be fail safe due to the frequent
loss of messages either due to temporary causes, or because
a vehicle got out of the communication range during the ne-
gotiations. It is especially problematic if a negotiation is
interrupted with the parties having a different view of the
outcome of the negotiation. The negotiation has to be dead-
line oriented because the offers made during negotiations
can become obsolete. For instance, if an agent A makes an
offer to join convoy B at location X and time t, there is a lim-
ited temporal window of opportunity when this rendez-vous
can take place. Thus every offer needs to carry a timestamp
and an expiration date. Also, since one vehicle can take part
in several negotiations simultaneously, the negotiation pro-
cess should make sure that it does not commit to contractual
binding with more than one vehicles at the same time.

We define a convoy as a coalition of embodied agents
which agreed on a common path and schedule. Normally,
the agents of the coalition have a common location and
speed; however, from a logical perspective, we consider an
agent which has agreed to join a convoy and it is on its way
to a rendez-vous point as part of the convoy.

Convoys have a hierarchical structure, and may contain
sub-convoys. For the sake of uniformity, we will consider
that individual vehicles are being part of single-vehicle con-
voys. Formally, a convoy C is described by a set of convoys
S = {C1, . . . Cn}, a leader agent AL ∈ S, and a set of
commitments G = {g1, . . . gn}. The set of commitments
are usually expressed as constraints on the path of the con-
voy. The role of the leader is to negotiate on behalf of the
convoy and to determine its path, taking into account its
previous agreements G. Although the embedded convoys
maintain their leader and set of agreements, the path of the
convoy is determined exclusively by the leader of the outer-
most convoy. The negotiation protocols need to ensure that

the agreement sets of the subconvoys are compatible with
the agreements of the embedding convoy.

The commitment of the convoys are related to visiting
locations and can be classified as “before” (B) and “after”
(A) commitments. A “before commitment” B(L, t) com-
mits the convoy to arrive to location L not later than time
t. An “after commitment” A(L, t) commits the convoy to
leave location location L not sooner than time t (if the con-
voy reaches that location sooner, it can, of course wait at the
location).

We will call a commitment C1 stronger than a commit-
ment C2 and denote it C2 ⊂ C1 if every set of actions which
satisfies C1 also satisfies C2.

Theorem 1
∀L, t1 < t2 ⇒ B(L, t2) ⊂ B(L, t1)
∀L, t1 < t2 ⇒ A(L, t1) ⊂ A(L, t2)

We leave the proof of this theorem as an exercise to the
reader.

3 Convoy formation mechanism

The convoy joining mechanism is inherently asymmet-
ric, even if it takes place between two single-agent convoys.
The leader agent of the first convoy will become the leader
of the resulting convoys. There is an asymmetry in the ne-
gotiation interests of the main convoy and the joining agent
or convoy.

Let us now consider the lifecycle of the embodied agents,
and the objectives of the negotiation. The simplified state
diagram of the lifecycle of the agent is shown in Figure 1.
The default state of the agent is to move independently to-
wards its destination (x, y). Whenever an agent detects the
presence of a convoy in its vicinity, it starts a negotiation
process. If the negotiation is successful, the agent moves
to join the convoy at a rendez-vous point. From then on,
the agent moves with the convoy, until the pre-agreed leave
point is reached. At the leave point, the agent leaves the
convoy, and moves independently to its destination. Even
while the agent is in the convoy, it might start negotiations
with other convoys, or simply consider to leave the convoy
on its own. If the agent wants to leave the convoy before the
leave point, the agent needs to negotiate this with the con-
voy leader. If the negotiation is successful, the agent leaves
the convoy, and it is free to follow its separate path to the
destination, or join a different convoy.

Let us consider the objective of the negotiation. We will
denote with τC(L1, L2) the time it takes for convoy C to
move from location L1 to location L2. In the simplest case,
at time t an agent A with the destination DA and current
location LA considers joining a convoy C, which has a cur-
rent set of commitments G. The agent has its current ex-
pected arrival time tA = t + τA(LA,DA). In the first ap-
proximation, the agent would join the convoy if it can add
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Figure 1. The simplified lifecycle of an em-
bodied agent which moves towards the des-
tination optionally joining convoys.

to its list of commitments an agreement B(DA, t′A) with
t′A < tA, that is, it can reach its final destination faster.
However, even if this agreement is not feasible, it might be
worth for the agent to join the convoy up to an intermediate
location P , called the leave point. A sufficient condition for
the agent to be worth joining the convoy until leave point
Lleave is to have a commitment B(Lleave, tleave) such that
tleave + τA(Lleave, LA) < tA. This is however not a nec-
essary condition; the agent might plan ahead for joining a
different convoy after leaving the current convoy at P .

A successful negotiation for an agent joining a convoy
will add two commitments to the convoys set of commit-
ments: a commitment A(Ljoin, tjoin) for the join location
of the agent, and a commitment B(Lleave, tleave) for the
leave location of the agent.

Thus, the negotiation between the convoy and
the agent is a multi-objective negotiation, with the
〈Ljoin, Lleave, tjoin, tleave〉 quadruplet being the minimal
negotiation set. In addition to these four objects, the
negotiation might involve cost, penalties for contract
breaking or other temporal constraints. In the following,
we will briefly discuss the four negotiation objectives and
their interrelationships.

Ljoin the location to join the convoy. The interest of
the agent is to negotiate a join location which is as close to
its current location as possible, or to be in the general di-
rection of the destination. The choices of the convoy are
(in order of preference) (a) to negotiate a join location L
for which he already has an A(J, t) commitment, (b) a lo-
cation for which it has a B(J, t) commitment, (c) a location

which is on the current projected path of the convoy and
(d) a location which is close to the current projected path of
the convoy. Intuitively, (a) does not involve any new com-
mitment for the convoy (if it manages to negotiate a join
time earlier or the same as the previous commitment), (b)
requires only a temporal commitment, without new restric-
tions on the path of the convoy. A location of type (c) re-
stricts the ability of the convoy to change its path (although
its current path remains valid), while a point of type (d)
requires the convoy to change its path. These preferences
will be inevitably reflected in the negotiation strategy of the
convoy. One additional complexity is the number of ne-
gotiation choices. While the points of type (a) and (b) are
coming from a limited set of discrete choices, the points (c)
are coming from a one-dimensional while points (d) from a
two dimensional continuum, limited only by the resolution
of the raster maps on which the systems operate. This leads
to an unrealistically large negotiation space. To reduce the
negotiation space to a more realistic size, we chose to iden-
tify segment locations on the convoy path. By restricting
the choice of the rendez-vous and leave locations to the seg-
ment points, we guarantee that the negotiation happens over
a discrete set of choices. These locations have special prop-
erties, such as they are situated on the intersection between
safe and danger zones, or on the intersection between the
convoys path and the agents path. In the first pass, we can
eliminate the points which are not feasible because of one
of the following reasons:

(i) the convoy has already passed that segment location
(ii) the vehicle cannot reach the segment location before

the convoy passes it
(iii) the segment location is unreachable by the vehicle

(e.g. if it lies within a safe region surrounded by unreach-
able and danger zones)

tjoin - the joining time. Once the agent and the convoy
had identified its join location they need to negotiate the
join time. In broad lines, the agent negotiates for the latest
possible join time (to increase its safety margin in getting
there), while the convoy for the earliest time (because that
minimizes its commitment in waiting for the agent). The
join time has to be at least the minimum time needed by the
agent to reach the join point (the convoys minimal arrival
time is not strictly relevant, as its commitment is to leave af-
ter the negotiated time). This is a simple linear negotiation,
which (for all other negotiation objectives fixed) can be re-
solved with a monotonic concession protocol with Zeuthen
strategy [11]. However, we need to observe that once the
hard requirement of τ(Lcurrent, Ljoin) < tjoin − tcurrent

is met, the rest of the negotiation is only about safety mar-
gins. Thus, an agent is more likely to concede in this pa-
rameter, which does not affect its predicted performance.

Lleave - the leave location. For this location, the inter-
est of the agent is to negotiate a location as close as possible



to its final destination (except the case when it is planning
to join another convoy on the leave location). The interest
of the convoy are, in the order of preference (a) a location
for which an existing B commitment exists, (b) a location
for which an existing A commitment exists, (c) a point on
the current planned path and (d) a point close to the current
planned path. Note that the order of preferences for types
(a) and (b) is reversed for this point compared to the join
point. Similarly to the join location, for types (c) and (d)
we consider segmentation approaches. An additional prob-
lem which needs to be considered by the convoy is that at
every leave location the resources of the convoy are dimin-
ished and at the last leave location we end up with two inde-
pendent agents, not with a convoy and an agent. Thus, the
interest of the convoy might be to negotiate for leave points
as far down as possible on its projected path. The ideal or-
ganization is a single leave point where all the participant
agents leave for their individual destinations.

tleave - the leave time. This parameter represents
the guaranteed arrival time at the leave location. tleave

has a lower bound, limited by the physical time a con-
voy needs to reach the location on the optimal path,
while still meeting its other commitments. The upper
bound of this parameter is given by the limit at which
it is not worth anymore for an agent to join the con-
voy tupper

leave = tcurrent + τagent(Lcurrent, Ldestination) −
τagent(Lleave, Ldestination). Evidently, the interest of the
agent is an earliest possible time - preferably the lower
bound. The interest of the convoy is to minimize its com-
mitment, by committing to as late time as possible. By ac-
cepting the lower bound, the convoy is essentially commit-
ting that it will not change its current path. This limits its
ability to accommodate agents joining in the future.

4 Experimental results

To test our coalition formation algorithms, we have
tested them through simulating a realistic scenario based on
the environment of the hurricane Katrina flooded New Or-
leans. The agents were implemented in the YAES simula-
tion environment [5]. The physical environment is a 0.9x1.5
km large area of New Orleans, represented through a satel-
lite photo with a resolution of 2 meters/pixel, obtained from
Google Maps (Figure 2). The safe, unsafe and unacces-
sible areas were obtained partially from image processing,
and partially manually edited. The scenario considers the
movement of three agents from their starting points Start-1,
Start-2 and Start-3 to their destination points Dest-1, Dest-
2 and Dest-3 respectively. We assume that the agents are
moving at the very slow speed of 1.2 km/h. The latency
in preparing and delivering the messages is assumed to be
1.2 seconds, while the communication range of the agents
is 100 meters - realistic for walkie-talkie type device in an
urban environment.

The negotiation happens in real time and the agents keep
moving while negotiating. Thus, offers can become invalid
if they are answered too late, as both agents have changed
their positions. To limit the time taken by the negotiation
process, we introduce the negotiation limit ε. This limit is
applied only to the part of the negotiation dealing with the
temporal values tjoin and tleave; the agents have an unlim-
ited time to negotiate join and leave locations. For this sim-
ulation, we have chosen a value of ε = 30 seconds, which
limits the agents to at most 25 exchanged offers (since 25
offers*1.2s/offer=30 seconds).

Let us now evaluate the flow of the negotiation. As
agents start moving towards their destination, their initial
path goes through the path identified by note 1 on Figure 2.
After traveling some distance, Agent-1 and Agent-2 come
within communication range of each other and start negoti-
ations for coordinating their movements. Table 1 shows the
offers and counter offers made during this negotiation pro-
cess. Please note that the location of the agent is shown as
distance in meters from the top left corner of the map.

Offers 1 and 3 are rejected by Agent-1 because it cannot
satisfy the leave constraint; the time it takes to reach the pro-
posed join location and then move with Agent-2 as convoy
does not provide any improvement with respect to Agent-
1’s original path. Similarly Agent-2 rejects the first offer
from Agent-1. However, the fourth offer, which originated
from Agent-1 for Agent-2 is accepted by Agent-2 because
it satisfies both join location and leave location constraints.
As stated earlier, after agreeing on join and leave locations,
the negotiating parties have ε time to negotiate over join and
leave time. The actual time for Agent-1 to reach join loca-
tion (132, 472) is 1.58 minutes. The time conveyed through
negotiation object is 1.58 + 0.5 = 2.08 minutes. The nego-
tiation space for join time for Agent-1 is [2.08, 2.58]. Sim-
ilarly the time to reach leave location is 48.42 + 0.5 =
48.92 minutes. The negotiation space for leave time for
Agent-1 is [48.42, 48.92]. The time it will take the Agent-
2 to reach join location is 2.38 minutes. The negotiation
space for Agent-2 join time is therefore [2.38, 2.88] and for
the leave time is [48.44, 48.94]. During time negotiations,
Agent-2 gradually increases its offer of join time and de-
creases leave time. Agent-1 does the opposite thing and
after some exchanges, the parties agree on the constraints
(A((132, 472), 2.38), B((1390, 390), 48.84). Please note
that the negotiation ending criteria in this case was reach-
ing the upper limit of Agent-1 on join time. In this particu-
lar instance, Agent-2 was able to increase join time by 0.5
minutes, but the leave time was not decreased.

So Agent-1 and Agent-2 meet at join location (132, 472)
after around 2.38 minutes of reaching agreement and form a
convoy. They also agree that Agent-2 will leave the convoy
at location (1390, 390) after around 48.8 minutes. Note that
the time for Agent-2 to reach its location using only the



Figure 2. An example run of the coalition formation algorithm, on a map representing an area of New
Orleans flooded in the aftermath of Hurricane Katrina. The area marked in the center of the map is a
danger area, which can not be traversed by individual agents, but is accessible for convoys.

safe zones was 55.7 minutes. The time to reach the same
location using the convoy is 52.3 minutes (which includes
join time, convoy time and time to reach its destination from
leave location).

The convoy then encounters Agent-3 during travel and
a similar negotiation process takes place between convoy
leader (i.e. Agent-1) and Agent-3. This process results
in another agreement being formed between convoy and
Agent-3. The join and leave locations of this agreement
are also identified on Figure 2.

The convoy, now consisting of three agents, moves
through the danger region and the agents leave the convoy
at the agreed leave locations.

It can be seen from Figure 2 that the leave location of the
agents is not an optimal location. The reason for that are two
fold. First of all, the agents do not know about each other’s
path. So they cannot determine optimal leave location on
other agent’s path. Secondly, an approximation could be
obtained by providing feedback to the offering party to suc-
cessively decrementing the leave location. But this would
require increased negotiation steps and computational time.
Also, by the time we agree on the leave constraint, the join
constraint would become invalid.

5 Related Work
The field of multi-agent negotiation is influenced by eco-

nomic models, game theory and artificial intelligence. Jen-
nings et. al [6] defines negotiation as a search process
where multiple agents search through the negotiation space
to reach agreements and discusses several negotiation mod-
els including game theoretic, heuristic based and argumen-
tation based models. Kraus [7] provides a more in depth
study of strategic negotiations in multi-agent environments.

Coalition formation between agent residing in the phys-
ical world has been the object of study of collaborative
robotics. One recent effort is the DARPA Software for Dis-
tributed Robotics (SDR) program where researchers from
SRI International, Stanford University, the University of
Washington, and ActivMedia Robotics are designing and
implementing a computational framework for the coordina-
tion of large robot teams, consisting of at least 100 small,
resource limited mobile robots (CentiBOTS) on an indoor
reconnaissance task. The Robocup robotic soccer chal-
lenge is also a source of research in coalition formation
schemes [4]. Alami et al [1] presents a scheme of oper-
ating a large number of mobile robots using plan merging
paradigm. Their scheme is based on local knowledge and
incremental planning in a distributed manner. They attempt
to resolve the spatial movement conflicts between mobile



Offer No. Sender Receiver Location of Join constraint Leave constraint
the sender (m) < (m, m), min > < (m, m), min >

1 Agent-2 Agent-1 (86.6, 501.2) A((122, 462), 1.93) B((1390, 496), 54.26)
2 Agent-1 Agent-2 (159, 531.2) A((134, 492), 1.784) B((1390, 400), 49.13)
3 Agent-2 Agent-1 (87, 500.6) A((132, 442), 2.46) B((1390, 486), 53.84)
4 Agent-1 Agent-2 (158.8, 530.6) A((132, 472), 1.98) B((1390, 390), 48.842)
5 Agent-2 Agent-1 (87.4, 499.9) A((132, 472), 2.18) B((1390, 390), 48.742)
6 Agent-1 Agent-2 (158.7, 529.8) A((132, 472), 2.08) B((1390, 390), 48.842)
7 Agent-2 Agent-1 (87.7, 499.2) A((132, 472), 2.28) B((1390, 390), 48.742)
8 Agent-1 Agent-2 (156.2, 529.1) A((132, 472), 2.18) B((1390, 390), 48.842)
9 Agent-2 Agent-1 (88.8, 498.1) A((132, 472), 2.38) B((1390, 390), 48.742)
10* Agent-1 Agent-2 (157.1, 528.6) A((132, 472), 2.38) B((1390, 390), 48.842)

Table 1. The offers exchanged between Agent-1 and Agent-2

robots. Although we have a similar problem domain, our
effort differs in that 1) we use negotiations for coordinat-
ing the movement and 2) our general goal has been to make
mobile agents to agree on a meeting and leaving location
rather than resolving the spatial movement conflicts.

Although team formation is frequently considered a
centralized activity, where a manager assembles teams
based on optimization criteria, several research efforts have
dealt with negotiation based team formation models. The
DARPA Autonomous Negotiating Teams (ANTS) program
was one of the focus points of this effort. Some of these pa-
pers are concerned with a multi sensor target tracking prob-
lem [8, 10]. Sariel and Balch [9] use an auction based ap-
proach for task allocation in multiple robot map exploration
problem.

The CoAX - Coalition Agents Experiment series demon-
strated the utility of agent technology for coalition opera-
tions in a series of technology integration experiments [2,3].

6 Conclusions
This paper presented an agent-based coalition forma-

tion approach for disaster response applications. We find
that many of the formal negotiation models are applicable,
but the constraints of the physical world, such as temporal
and spatial distances, communication constraints, as well
as real-time operation requirements add new requirements.
Future work include extending the coalition model to task
oriented domains, development of improved algorithms for
real-time operation as well as implementation on physical
embodied agents.
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