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Administrative details

• 1 homework

• 1 project
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Credits

• Some slides comes directly from:
• Yosesh Rawat

• Andrew Ng
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Robot Vision
18. Convolutional Neural Networks I
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CONFIDENTIAL

Fully connected 
networks: Review
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Fully connected Neural network
A.K.A Multi-Layer Perceptron (MLP)
• A deep network is a neural network with many layers

• A neuron in a linear function followed for an activation function

• Activation function must be non-linear

• A loss function measures how close is the created function (network) from 
a desired output

• The “training” is the process of find parameters (‘weights’) that reduces the 
loss functions

• Updating the weights as                              reduces the loss

• An algorithm named back-propagation allows to compute 
𝑑𝐽

𝑑𝑊
for all the 

weights of the network in 2 steps:  1 forward, 1 backward

A REVIEW

𝑤𝑛𝑒𝑤 = 𝑤𝑝𝑟𝑒𝑣 − 𝛼
𝑑𝐽

𝑑𝑊



Exercise
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Digit classification
• MNIST dataset:

• 70000 grayscale images of 
digits scanned. 

• 60000 for training

• 10000 for testing

• Loss function
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Digit classification
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A look in the code

• To run this code do:
• import network

• net = network.Network([784, 30, 10])

• net.SGD(training_data, 30, 10, 3.0, test_data=test_data)
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A look in code
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A look in code
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A look in the code
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random  Initialization

Feed forward ‘a’ thru all the layers

A Epoch is when all the training data has been used to update weights

A minibatch is a subset of all the data used to obtain a 
‘quick’ weight updates 

If there is test data perform evaluation



A look in the code
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Add errors from all the training data from the mini-batch

Update the weights



Initial guess
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Epoch 1

169109/10000



Epoch 2

179277/10000



Epoch 4
CAP4453

189308/10000



Other epochs
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A REVIEW
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Momentum methods  emphasize directions of steady 
improvement are demonstrably superior to other methods



Other popular optimizers
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Other omitted tricks

• Batch normalization

• Regularization 

• Dropout: During training, for each input, at each iteration turn off” 
each neuron with a probability 1-a

• Data augmentation
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REGULARIZATION

Batch Normalization | What is Batch Normalization in Deep Learning (analyticsvidhya.com)

Batch normalization - Wikipedia

https://www.analyticsvidhya.com/blog/2021/03/introduction-to-batch-normalization/#:~:text=%20Advantages%20of%20Batch%20Normalization%20%201%20Speed,an%20image%20classification%20model%2C%20that%20classifies...%20More%20
https://en.wikipedia.org/wiki/Batch_normalization


Chain of assumptions in ML

Fit training set well on cost function

Fit dev set well on cost function

Fit test set well on cost function

Performs well in real world



Train/dev/test sets



Outline

• What is a CNN (convolutional Neural Network)

• Image Classification
• AlexNet: Network structure

• Dropout, RELU

• NN as feature vector

• More recent networks:
• VGG

• ResNet

• Domain adaptation
• Transfer learning, fine-tuning

• Example: Python detection
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References

• http://neuralnetworksanddeeplearning.com/chap1.html

• https://www.cs.cmu.edu/~bhiksha/courses/deeplearning/Fall.2015/

• Coursera (Deep learning specialization)

31

http://neuralnetworksanddeeplearning.com/chap1.html
https://www.cs.cmu.edu/~bhiksha/courses/deeplearning/Fall.2015/


CONFIDENTIAL

Convolutional Neural Networks
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https://cs.stanford.edu/people/karpathy/convn
etjs/demo/cifar10.html

https://cs.stanford.edu/people/karpathy/convnetjs/demo/cifar10.html
https://cs.stanford.edu/people/karpathy/convnetjs/demo/cifar10.html
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Questions?
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