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Administrative details

• Correction of the midterm exam
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Credits

• Some slides comes directly from:
• Yosesh Rawat

• Andrew Ng
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Robot Vision
16. Introduction to Deep Learning I
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Outline

• What is Machine Learning ?
• Main basic problems: regression, classification
• Supervised vs unsupervised
• generalization, overfitting

• What is Deep learning?
• What is Neural network
• Activation functions
• Define error
• What are you optimizing? 
• Chain rule
• Back-propagation
• Why deep? How deep?

• Hyper-parameters

• Problems with NN. What happened in the 80’s?
• Vanishing gradient problem
• Number of parameters

• What kind of problems DN can solve?
• Regression, classification
• Computer vision:   object detection, semantic segmentation, super-resolution,
• Time series: NLP, visual questioning/answering
• Generative models: impersonators ()
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Introduction
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What  is object detection

http://cs231n.stanford.edu/slides/winter1516_lecture8.pdf
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Object Detection

• Score subwindow
• extract features from the image window

• classifier decides based on the given features.
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What is Machine Learning ?

• machine learning is using data to detect patterns. It is the same thing as AI. *

• What is new?
• faster

• cheaper

• Bigger

• Feature engineering is generally replaced by Feature learning

• What is the goal of the algorithms?
• make predictions about future observations of data in the same format (generalization)

• input data + weights → f (weights)

* https://towardsdatascience.com/machine-learning-for-people-who-dont-care-about-machine-learning-4cf0495dee2c

https://towardsdatascience.com/machine-learning-for-people-who-dont-care-about-machine-learning-4cf0495dee2c
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What is machine learning?

• If let’s say f is a linear function in N dimensions ,𝑋 = [𝑥1, 𝑥2, … , 𝑥𝑁], what 
do you learn?
• 𝑓 𝑤1, 𝑤2, … , 𝑤𝑁+1 = 𝑤1𝑥1 +𝑤2𝑥2 +⋯𝑤𝑁𝑥𝑁 +𝑤𝑁+1

• You learn the weights w that match better that function

• Simplest case N=1, 
• Input Data is number (X axis)
• output value is the Y axis
• 𝑓 𝑤1, 𝑤2 = 𝑤1𝑥1 + 𝑤2
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Finding these values is 
called training



Basic problems in machine learning
• You can break most of the machine learning problems in 2 categories:

• Regression:  predicting a value (such as price or time to failure)

• classification — predicting the category of something (dog/cat, good/bad, wolf/cow)
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Basic problems in machine learning
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FROM SCIKIT-LEARN LIBRARY

- Supervised
- Unsupervised

- Semi-supervised



Generalization AND overfitting
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WITH TRAINING DATA

Overfitting in classificationOverfitting in regression



Generalization AND overfitting
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WITH NEW TESTING DATA

Overfitting in classificationOverfitting in regression
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Generalization AND overfitting
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WITH NEW TESTING DATA

Overfitting in classificationOverfitting in regression
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So far …
• Machine learning = AI

• Goal: general function for input data

• Training process: Find parameters for the 
model

• Supervised: you have labeled data

• Unsupervised: you do not have labeled 
data

• Semi-supervised:  some of your data is 
labeled

• Overfitting: training adjust very well to 
your training data, but do not generalize
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What is deep learning?
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What is deep learning?

• A machine learning technique that solves problems with enormous 
amount of data.
• Huge number of tunable parameters

• Highly non-linear

• Based on neural networks
• A stack of neural networks layers

• It is data driven (not hand-crafted features)
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What is a neuron?
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𝑧 = 𝑤𝑇𝑥 𝑎 = 𝜎(𝑧)
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What is a neural network?
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Composition: activation function

• Activation function must be A non-linear function.
• Other case the output will be a linear function

• Image you have 2 layers
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Activation function
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Loss function 
• Error: Difference between 

expected value and 
obtained value

• Example:  Image 
classification

• Loss: sum errors in the 
training dataset
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What are you optimizing?
• Goal: Minimize the loss 

function !!
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How to minimize a function ?
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IN OUR CASE THE LOSS FUNCTION

𝑤𝑛𝑒𝑤 = 𝑤𝑝𝑟𝑒𝑣 − 𝛼
𝑑𝐽

𝑑𝑊

Repeat until there is almost not change

HOW TO COMPUTE 
THIS GRADIENT?



Back-propagation

• It is a technique to compute the gradient

• Gradients are necessary to get closer to the solution

• FORWARD PASS: You take the inputs, compute the outputs  and 
loss(saving intermedia results)

• From the loss, you start computing backwards to estimate the values 
of the gradients for all the parameters w
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Back-propagation

• It is a technique to compute the gradient

• Gradients are necessary to get closer to the solution

• FORWARD PASS: You take the inputs, compute the outputs  and 
loss(saving intermedia results)

• From the loss, you start computing backwards to estimate the values 
of the gradients for all the parameters w
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What is a deep network?
• A neural network with many 

layers

• Highly nonlinear
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An example
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What is a deep network?
• A neural network with many 

layers

• Highly non linear
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So far …

• A deep network is a neural network with many layers

• A neuron in a linear function followed for an activation function

• Activation function must be non-linear

• A loss function measures how close is the created function (network) from 
a desired output

• The “training” is the process of find parameters (‘weights’) that reduces the 
loss functions

• Updating the weights as                              reduces the loss

• An algorithm named back-propagation allows to compute 
𝑑𝐽

𝑑𝑊
for all the 

weights of the network in 2 steps:  1 forward, 1 backward
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𝑤𝑛𝑒𝑤 = 𝑤𝑝𝑟𝑒𝑣 − 𝛼
𝑑𝐽

𝑑𝑊
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What kind of problems 
deep learning can solve?
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What problems you can solve?

• The fundamental ones:
• Regression: predict values
• Classification: predict labels

• Computer vision:
• object detection
• semantic segmentation
• super-resolution,

• Time series: 
• NLP
• visual questioning/answering

• Generative models
• impersonators ()
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Computer vision

• Find region of interest (regression)

• Find a class label (classification)
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OBJECT DETECTION



Computer vision

• Find a class for each pixel
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SEMANTIC SEGMENTATION



Computer vision
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SUPER-RESOLUTION FROM A SINGLE IMAGE



Computer vision

• Super resolution from multiple images

• Denoising
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OTHER PROBLEMS



Time series (RNN, LSTM, Attention models)

• Natural language Processing
• Translation

• Check Google  Bert

• Visual Questioning answering

• Stocks

• Signals
• ECG
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USE MEASUREMENT TO CHANGE STATE, USE STATE TO PREDICT FUTURE 



Generative models

• Predict the data based on some loose input.

• Looks like the network is able o create something
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GAN (GENERATIVE ADVERSARIAL NETWORKS)



Generative models

• Image-to-Image Translation with Conditional Adversarial Networks. Phillip Isola, Jun-
Yan Zhu, Tinghui Zhou, Alexei A. Efros. CVPR 2017
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IMAGE-TO-IMAGE TRANSLATION

https://www.semanticscholar.org/author/Phillip-Isola/2094770
https://www.semanticscholar.org/author/Jun-Yan-Zhu/2436356
https://www.semanticscholar.org/author/Tinghui-Zhou/1822702
https://www.semanticscholar.org/author/Alexei-A.-Efros/1763086


Generative models

• Generative Adversarial Text to 
Image Synthesis. Scott Reed, 
Zeynep Akata, Xinchen Yan, 
Lajanugen Logeswaran, Bernt
Schiele, Honglak Lee. ICML 2016
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IMAGE CREATION FROM TEXT



Generative models

• https://youtu.be/p1b5aiTrGzY
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CREATE FAKE MODELS

https://youtu.be/p1b5aiTrGzY
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Questions?


