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Analogy to documents 

Of all the sensory impressions proceeding to the 
brain, the visual experiences are the dominant 
ones. Our perception of the world around us is 
based essentially on the messages that reach the 
brain from our eyes. For a long time it was 
thought that the retinal image was transmitted 
point by point to visual centers in the brain; the 
cerebral cortex was a movie screen, so to speak, 
upon which the image in the eye was projected. 
Through the discoveries of Hubel and Wiesel we 
now know that behind the origin of the visual 
perception in the brain there is a considerably 
more complicated course of events. By following 
the visual impulses along their path to the 
various cell layers of the optical cortex, Hubel and 
Wiesel have been able to demonstrate that the 
message about the image falling on the retina 
undergoes a step-wise analysis in a system of 
nerve cells stored in columns. In this system each 
cell has its specific function and is responsible for 
a specific detail in the pattern of the retinal 
image. 
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China is forecasting a trade surplus of $90bn 
(£51bn) to $100bn this year, a threefold increase 
on 2004's $32bn. The Commerce Ministry said 
the surplus would be created by a predicted 30% 
jump in exports to $750bn, compared with a 18% 
rise in imports to $660bn. The figures are likely to 
further annoy the US, which has long argued that 
China's exports are unfairly helped by a 
deliberately undervalued yuan.  Beijing agrees 
the surplus is too high, but says the yuan is only 
one factor. Bank of China governor Zhou 
Xiaochuan said the country also needed to do 
more to boost domestic demand so more goods 
stayed within the country. China increased the 
value of the yuan against the dollar by 2.1% in 
July and permitted it to trade within a narrow 
band, but the US wants the yuan to be allowed to 
trade freely. However, Beijing has made it clear 
that it will take its time and tread carefully before 
allowing the yuan to rise further in value. 
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1.Feature detection and representation 
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1.Feature detection and representation 

• Regular grid 

– Vogel et al. 2003 

– Fei-Fei et al. 2005 
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1.Feature detection and representation 

• Regular grid 

– Vogel et al. 2003 

– Fei-Fei et al. 2005 

• Interest point detector 

– Csurka et al. 2004 

– Fei-Fei et al. 2005 

– Sivic et al. 2005 

• Other methods 

– Random sampling (Ullman et al. 2002) 

– Segmentation based patches (Barnard et al. 2003) 
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1.Feature detection and representation 

Normalize patch 

Detect patches 

[Mikojaczyk and Schmid ’02] 

[Matas et al. ’02]  

[Sivic et al. ’03] 

Compute SIFT 
descriptor 

      [Lowe’99] 
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1.Feature detection and representation 
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2. Codewords dictionary formation 
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2. Codewords dictionary formation 

Vector quantization 

… 
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2. Codewords dictionary formation 

Fei-Fei et al. 2005 



How to create a dictionary ? 

• Answer: Clustering 

• Typical Algorithm: Kmeans 

• Research Topic: 

– Clustering in High Dimensional data 

 























K-means  

• Many implementations. (you could try your 
own) 

• We will be using Dollar toolbox 
http://vision.ucsd.edu/~pdollar/toolbox/ 

• Kmeans2 

http://vision.ucsd.edu/~pdollar/toolbox/
http://vision.ucsd.edu/~pdollar/toolbox/


% USAGE 
%  [ IDX, C, d ] = kmeans2( X, k, [varargin] ) 
% 
% INPUTS 
%  X       - [n x p] matrix of n p-dim vectors. 
%  k       - maximum nuber of clusters (actual number may be smaller) 
%  prm     - additional params (struct or name/value pairs) 
%   .k         - [] alternate way of specifying k (if not given above) 
%   .nTrial    - [1] number random restarts 
%   .maxIter   - [100] max number of iterations 
%   .display   - [0] Whether or not to display algorithm status 
%   .rndSeed   - [] random seed for kmeans; useful for replicability 
%   .outFrac   - [0] max frac points that can be treated as outliers 
%   .minCl     - [1] min cluster size (smaller clusters get eliminated) 
%   .metric    - [] metric for pdist2 
%   .C0        - [] initial cluster centers for first trial 
% 
% OUTPUTS 
%  IDX    - [n x 1] cluster membership (see above) 
%  C      - [k x p] matrix of centroid locations C(j,:) = mean(X(IDX==j,:)) 
%  d      - [1 x k] d(j) is sum of distances from X(IDX==j,:) to C(j,:) 
%           sum(d) is a typical measure of the quality of a clustering 
% 



Image patch examples of codewords 

Sivic et al. 2005 



3. Image representation 
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