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Adaboost for faces paper 

• Robust Real-Time Face Detection. 
International Journal of Computer Vision 
57(2), 2004. Paul Viola, and Mike Jones 

• Rapid object detection using a boosted 
cascade of simple 
features. Viola P., And Jones, M. 
In IEEE Computer Society Conference on 
Computer Vision and Pattern 
Recognition (Dec. 2001). 

 



• Defines a classifier using an additive model: 
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Each data point 
has 

a class label: 

 

wt =1 
and a weight: 

+1 (  ) 

-1 (  ) 
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Boosting 
• It is a sequential procedure: 
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Toy example 
Weak learners from the family of lines 

h => p(error) = 0.5  it is at chance 

Each data point 
has 

a class label: 

 

wt =1 
and a weight: 

+1 (  ) 

-1 (  ) 
yt = 
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Toy example 

This one seems to be the best 

Each data point 
has a class label: 

 

wt =1 
and a weight: 

+1 (  ) 

-1 (  ) 
yt = 

This is a ‘weak classifier’: It performs slightly better than chance. 



Toy example 

We set a new problem for which the previous weak classifier performs at chance again 

Each data point 
has a class label: 

 

wt     wt exp{-yt Ht} 

We update the  
weights: 

+1 (  ) 
-1 (  ) 

yt = 
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Toy example 

The strong (non- linear) classifier is built as the combination of all 
the weak (linear) classifiers. 

f1 f2 

f3 

f4 
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Given: m examples (x1, y1), …, (xm, ym) where xiX, yiY={-1, +1} 

Initialize D1(i) = 1/m The goodness of ht is 

calculated over Dt and 

the bad guesses. For t = 1 to T 
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2. Compute the hypothesis weight  
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3. For each example i = 1 to m 
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Output 

The weight Adapts. The 

bigger t becomes the 

smaller t becomes. 

Zt is a normalization factor. 

AdaBoost Algorithm 

Boost example if 

incorrectly predicted. 

Linear combination of models. 
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Algorithm 

Train 

Test 



Weak Classifiers 

• 4 types of rectangular filters (24x24 picture) 



Step 2 
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Train 



Train. Learn Classifier 



Test. 


