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In this work, we investigate the application of a multi-objective genetic algorithm to the problem of task
allocation in a self-organizing, decentralized, threshold-based swarm. We use a multi-objective genetic algo-
rithm to evolve response thresholds for a simulated swarm engaged in dynamic task allocation problems:
two-dimensional and three-dimensional collective tracking. We show that evolved thresholds not only out-
perform uniformly distributed thresholds and dynamic thresholds but achieve nearly optimal performance
on a variety of tracking problem instances (target paths). More importantly, we demonstrate that thresholds
evolved for some problem instances generalize to all other problem instances, eliminating the need to evolve
new thresholds for each problem instance to be solved. We analyze the properties that allow these paths to
serve as universal training instances and show that they are quite natural.

After a priori evolution, the response thresholds in our system are static. The problem instances solved
by the swarms are highly dynamic, with schedules of task demands that change over time with significant
differences in rate and magnitude of change. That the swarm is able to achieve nearly optimal results refutes
the common assumption that a swarm must be dynamic to perform well in a dynamic environment.
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1 INTRODUCTION

In this work, we use a multi-objective genetic algorithm (GA) to evolve static agent response
thresholds for a decentralized, threshold-based swarm. The decentralized and redundant quali-
ties of swarms make them robust and scalable but also make the coordination of the agents that
comprise a swarm a challenging problem. The response threshold approach is modeled after the
division of labor in biological swarms and is a commonly used approach for coordinating artifi-
cial swarms. Optimal performance of such systems must address multiple goals and depends on
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effective assignment of threshold values among the agents of the swarm. Because agents work
collectively, threshold assignments cannot be optimized locally, and, therefore, the problem to be
solved entails finding a collection of threshold values that together result in optimal swarm per-
formance for a given schedule of task demands. We show that a multi-objective GA is able to find
nearly optimal solutions to this multi-objective, large-scale combinatoric problem and, more signif-
icantly, we demonstrate that response thresholds evolved for some problem instances generalize
to provide near optimal performance for all other problem instances tested, despite significant
differences in task demand schedules between problem instances.

Eusocial insects, such as ants, bees, and wasps, are species with complex social structures within
which individuals divide labor among various tasks such as foraging for food, foraging for nest
building materials, and brood care. Division of labor in the absence of centralized control of indi-
vidual behaviors is a difficult problem that the eusocial insects have solved quite effectively [Jeanne
1986]. Response thresholds are one determinant of when an individual undertakes a task. In the re-
sponse threshold model, individuals sense environmental stimuli such as the amount of stored food
or the temperature in the hive and act if the stimulus exceeds a threshold value. Inter-individual
variation, differences in when and how individuals respond to task demands, is an important mech-
anism for effective division of labor [Jeanson and Weidenmiiller 2014; Weidenmiiller 2004; Weiden-
miiller et al. 2019]. In particular, variability in response thresholds serves to desynchronize task
activations by individuals, preventing the swarm from responding in lockstep.

Such natural swarm behaviors have inspired work in robotics for at least 30 years [Beni 1992;
Theraulaz et al. 1991]. An artificial swarm consists of a number of agents working to achieve a
common goal, usually through repetition of some number of tasks. Within this broad definition,
there are many models defined by parameters such as inter-agent communication and the mech-
anism used to achieve division of labor. In a decentralized swarm, division of labor is achieved
through individual agent decisions made without a shared controller. In this work, we focus on
swarms consisting of threshold-based agents with no inter-agent communication.

As in natural swarms, homogeneity of agent behaviors in artificial swarms will result in lit-
tle division of labor and poor goal attainment. Two main approaches have been used in artificial
threshold-based swarms to promote heterogeniety in agent behaviors. First, threshold based sys-
tems can be probabilistic [Bonabeau et al. 1996; Kalra and Martinoli 2006; Price and Tino 2004];
agents act with some probability determined by the stimulus and the agent’s threshold. The prob-
abilistic action generates diversity in agent behaviors even if all agents have the same threshold.
Second, and the approach we study here, threshold based systems can be deterministic but variable
[Krieger and Billeter 2000a; Wu et al. 2020]; behavioral variability is due to inter-agent variation in
threshold values. In this approach, it stands to reason that the method used to determine and assign
response thresholds to agents could significantly impact the success of the swarm. Surprisingly lit-
tle work, however, has examined how best to assign threshold values to achieve effective swarm
performance [Campbell et al. 2011; Wu et al. 2020]. The work of W, et al. examines the effect of
a number of probability distributions for randomly assigned response thresholds. They find that,
from among the distributions tested, a uniform distribution provides the best goal achievement for
a collective control two-dimensional (2D) tracking problem [Wu et al. 2021] in which the swarm
controls a tracker object with the goal of following a target object in real time [Wu et al. 2020].

Because the agents in a swarm work collectively and because threshold assignments both across
and within? agents affect collective behavior, determining the optimal distribution and assignment

1

IDistribution of threshold values for a single task across all agents.
Distribution of threshold values across tasks within a single agent.
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of thresholds in a swarm is a non-trivial task. Making the problem even more challenging, task
demands may change over time in many problems. For example, in the 2D tracking problem refer-
enced above, the target may make frequent, random changes in direction. One way for the swarm
to adapt to these changes is through dynamism in response thresholds [Castello et al. 2013; Ther-
aulaz et al. 1998]. In practice, however, systems that use dynamic thresholds can have difficulty
adapting to new task demands [Kazakova and Wu 2018; Meyer et al. 2015; Theraulaz et al. 1998].
Thus, we explore a priori evolution of thresholds rather than real-time adaptation. Genetic algo-
rithms are known for their ability to find effective solutions to computationally expensive, high-
dimensional problems [Forrest and Mitchell 1993].

In this article, we demonstrate that static response thresholds evolved by a GA, not only out-
perform random response thresholds, but in many cases achieve nearly optimal performance de-
spite the highly dynamic task demands generated by the domain problems we use. Further, static
evolved thresholds outperform dynamic thresholds despite the apparent advantage of dynamism:
the ability to adapt in real time to changing task demands. Second, we show that thresholds
evolved for some problem instances generalize to other problem instances with very different
task demands. Two of the problem instances that we examine generalize to all other problem
instances tested, making them universal training instances. Finally, we analyze generalization be-
tween problem instances to understand not only the relevant features in universal training in-
stances for this problem but also to aid in identifying universal training instances for other domain
problems.

Generalization of evolved response thresholds is a significant finding. Dynamic thresholds hold
promise due to their expected ability to adapt to changing task demands. In practice, however,
they often fail to fulfill that promise as they frequently evolve to extreme values. Once there, they
tend to remain unchanged, due to the effects of the positive feedback loop, and are no longer
meaningfully dynamic. A GA evolves thresholds that perform almost optimally. A priori evolution
has two potential significant shortcomings: (1) evolving thresholds for every possible problem
instance is prohibitively expensive and (2) the problem instance being solved is typically unknown.
We demonstrate that generalization addresses both issues as it allows users to evolve thresholds for
one of a small number of problem instances, which we denote universal training instances, and use
those thresholds for a large number of other problem instances. This discovery, and the analysis
of the properties of universal training instances, is the primary contribution of this work.

2 BACKGROUND AND RELATED WORK

Self-organizing swarms are both robust and adaptable. Robustness stems from the absence of cen-
tralized control. Adaptability is a result of the large behavior space created by individual agents’
independent decisions. This behavioral diversity is critical for effective division of labor [Ashby
1958]. In response threshold models, individual decisions are determined by comparison of sensed
stimuli with internal threshold values. The thresholds may be global or individual. Let 7 be the
stimulus and 6 the threshold. In the most direct form of response threshold model, an agent acti-
vates for the task if 7 > 0. In more complex models, activation decisions may depend on additional
information such as past performance, the work of other individuals, and randomness.

Inspired by observations of insect societies, the probabilistic response threshold model uses the
stimulus and threshold values to define a probability of response [Bonabeau et al. 1996, 1998]. The
probability that agent i activates for task j is given by

2
Pij=—1—. (1)
> 2 2
T+ 0
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This results in a response probability of 0.5 when 7t = 6. The probability approaches 0 if 7 < 0 and
1if r > 6. Diversity of behavior is inherent in this model due to its stochastic nature. Even two
agents with the same threshold may not respond in the same way. This model has gained wide
acceptance in the multi-agent systems community. Early studies [Campos et al. 2000; Cicirello
and Smith 2002; Kittithreerapronchai and Anderson 2003; Nouyan et al. 2005] focus on Morley’s
paintshop problem [Morley 1996]. This model has also been applied to problem domains such as
mail processing [Goldingay and van Mourik 2013; Price and Tino 2004], foraging [Castello et al.
2016, 2013; Lee and Kim 2019; Lee et al. 2020; Pang et al. 2017], RoboCup rescue [Ferreira et al.
2007], UAV monitoring [Amorim et al. 2020; Schwarzrock et al. 2018], as well as abstract task
allocation problems [Correll 2008; de Lope et al. 2013; dos Santos and Bazzan 2009; Ferreira et al.
2007; Merkle and Middendorf 2004; Niccolini et al. 2010]. Innovations such as token passing have
been incorporated with the basic response threshold approach to facilitate swarm coordination on
problems consisting of more than one task [Amorim et al. 2020; Ferreira et al. 2007; Schwarzrock
et al. 2018].

Eliminating stochasticity creates a determinisitic model in which agent activation is defined by

= {1 1= 0 2)
0 otherwise

This determinism allows for an understanding of agent activations that is not possible in proba-
bilisitic models. With homogeneous response thresholds in a deterministic response model with
global stimuli, agents activate in lockstep. Let a; ; be the activation count for agent i for task j.
Then a; ; = oy ; V i, k. In deterministic response models, diversity in agent activations is achieved
through heterogeneity in response thresholds [Campbell et al. 2011; dos Santos and Bazzan 2009;
Kanakia et al. 2016; Krieger and Billeter 2000a; Krieger et al. 2000b; Riggs and Wu 2012; Wu and
Riggs 2018]. Let 8; ; < 0Ok ; for agents i, k. Then a; ; > ay ;. Thatis, an agent with a lower threshold
for a task will activate for that task at least as many times as an agent with a higher threshold for
that task. We note that if demand exceeds an agent’s thresholds for more than one task, then a
secondary selection mechanism must be applied.

Task specialization is common in natural swarms [Jeanne 1986] and desired in artificial swarms
due to the resultant decrease in task switching. The degree of specialization may be proportional
to colony size [Holbrook et al. 2013, 2011]. While specialization has obvious benefits, it may have
costs as well. For example, a specialist robot may remain idle for a long period of time as it searches
for an opportunity to undertake its preferred task [Brutschy et al. 2012].

As in natural swarms, artificial swarms can benefit from specialization due to costs of task
switching such as energy consumption and time and due to the positive effects of learning for
some tasks. In self-organized swarms, specialization must be designed into the system, developed
through adaptation, or evolved by the system. Evolution may take the form of a simple param-
eter adaptation to develop division of labor [Labella et al. 2006]. In some cases, agent behaviors
evolve specialization to the extreme case in which agents never switch tasks. A more desirable
scenario is one in which agents evolve to specialize but maintain a sufficient degree of behavioral
plasticity to allow activation for different tasks [Tuci 2014]. CONE, combining neuro-evolution
with co-evolution techniques, evolves controllers that improve collective performance through
agent specialization for a pursuit-evasion problem and a collective construction task [Nitschke
et al. 2012a, b]. As the costs associated with task switching increase, groups may be more likely to
evolve specialization [Goldsby et al. 2012, 2010].

Variability in response thresholds promotes specialization, since agents with low threshold val-
ues for a task will activate more frequently, reducing task switching. The probability distribution
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used to generate threshold values affects the degree of specialization [Wu et al. 2020]. In threshold-
based systems, evolving threshold values provides another mechanism for self-organized division
of labor [de Oliveira and Campos 2019; Duarte et al. 2012].

There is evidence that for some insect species, experience on a task causes individuals to spe-
cialize for that task. For example, some species are known to increase activation probability for a
task with experience performing that task [Gautrais et al. 2002; Langridge et al. 2004; Ravary et al.
2007; Theraulaz et al. 1998]. For example, Leptothorax albipennis and Cerapachys birori ants are
more likely to activate for tasks on which they have had past success. This suggests that individu-
als adapt response thresholds with experience. This form of adaptability has been implemented in
numerous multi-agent systems [Campos et al. 2000; Castello et al. 2016, 2013; Cicirello and Smith
2002; de Lope et al. 2013, 2015; Gautrais et al. 2002; Goldingay and van Mourik 2013; Kazakova
and Wu 2018; Kazakova et al. 2020; Price and Tino 2004; Theraulaz et al. 1998]. By adapting agent
behavior to changing task demands, dynamic response thresholds appear to promise improved
specialization and swarm performance. In practice, however, agent thresholds often migrate to
sink states in implementations that act as positive feedback loops. This achieves increased special-
ization but fails to deliver on adaptability [Kazakova and Wu 2018; Kazakova et al. 2020; Theraulaz
et al. 1998]. Sink states may be determined by the first tasks for which agents activate [Meyer et al.
2015]. A recent alternative that is less susceptible to sink states is to adjust agent thresholds based
on perceived need [Lee and Kim 2019; Lee et al. 2020].

Evolutionary computation has been used to evolve several aspects of artificial swarms. One of
the most common applications is evolving agent and swarm behaviors. These include the use of
grammatical evolution to evolve collective behaviors [Neupane and Goodrich 2019; Neupane et al.
2018], evolution of behavioral rules for a swarm [Samarasinghe et al. 2018], evolving diversity us-
ing a decentralized Multi-dimensional Archive of Phenotypic Elites algorithm (MAP-Elites) [Hart
et al. 2018], evolving collaboration using cooperative coevolution [Panait et al. 2006], evolving co-
operative behaviors [Wang et al. 2019], and evolving selfish behaviors [Yamada and Sakama 2013].
Swarm size has also been examined with respect to evolving swarm behaviors [Fischer et al. 2018].

Evolution of swarm organizations and coalitions is also the subject of significant research
[Aubert-Kato et al. 2017; Guo et al. 2020; Yu et al. 2011]. Population management, in response
to changing threat levels, has been evolved as well [Beckman and McKinley 2008].

In the domain of swarm robotics, evolution of control mechanisms is an active research area.
Work in this area typically involves one of several forms of neuro-evolution. Examples include
evolving controllers for: self-organization for a swarm of s-bots [Dorigo et al. 2004], aggregation
behaviors [Baldassarre et al. 2003; Gomes and Christensen 2013; Gomes et al. 2013; Soysal et al.
2007; Trianni et al. 2003], coordinated motion [Baldassarre et al. 2007; Sperati et al. 2008], collective
behaviors of autonomous vehicles [Hunag and Nitschke 2017], specialization for a robotic team un-
dertaking a construction task [Nitschke et al. 2012b], communication network formation [Hauert
et al. 2009], exploration and navigation [Sperati et al. 2011], rough terrain navigation [Trianni et al.
2006], transport problems [Groff and Dorigo 2008], agent communication [Ampatzis et al. 2008],
learning behaviors [Pini and Tuci 2008], primitive behaviors triggered by a pre-programmed arbi-
trator [Duarte et al. 2014], several behaviors for aquatic surface robots [Duarte et al. 2016a], and
intruder detection [Duarte et al. 2016b]. In addition, researchers have explored the relationship
between evolution and the environment [Steyven et al. 2017].

Evolutionary computation is used to evolve agent-level parameters to elicit desirable swarm
behavior [Narzisi et al. 2006] and agent-level ranking schemes for task selection [Moritz and
Middendorf 2015].

As noted above, division of labor is an important factor in swarm success. In this, too,
evolution may play a role. In evolutionary robotics, collective neuro-evolution is used to
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evolve agent specialization for gathering and collective constuction problems [Nitschke 2009;
Nitschke et al. 2012a, b]. Division of labor has been evolved in groups of clonal organisms
[Goldsby et al. 2010]. Using grammatical evolution, specialization is evolved via task partitioning
[Ferrante et al. 2015].

Duarte et al. evolved response thresholds for a probabilistic response-based swarm with two
tasks [Duarte et al. 2012]. Two different single-objective outcomes are examined: work distribution
and specialization. Task stimuli increase by a constant in every timestep and decrease by the work
performed. The balance between task demands is fixed at either 1:1 or 3:1 throughout a run. They
find that threshold values evolve to 0 when work distribution is the evolutionary objective, leaving
assignment of workers to tasks entirely dependent on stimulus parameters. Specialization develops
when costs associated with task switching are high. Our work differs from this in several significant
ways. First, we use a deterministic threshold-based system. More importantly, our testbed allows
exploration of task demands that are dynamic and highly variable requiring a much greater degree
of adaptability from the swarm (see Section 3 for details). Finally, we explore the degree to which
thresholds evolved for one set of task demands generalize to problem instances with very different
task demands.

3 TASK ALLOCATION IN A THRESHOLD-BASED SYSTEM

The testbed we use in this work is a highly dynamic task allocation problem modelled as two-
dimensional and three-dimensional collective control problems. Weidenmiiller describes the prob-
lem of honeybee nest thermoregulation, a one-dimensional collective control problem from nature
[Weidenmiiller 2004]. We increase the number of dimensions and cast the problem as 2D and 3D
tracking problems [Wu et al. 2021] to allow more natural visualization of results. We note, however,
that the focus of this work is on achieving effective decentralized task allocation via inter-agent
variation. Tracking provides a framework for presenting highly varied schedules of dynamic task
demands, each of which is defined by a path dictating movement of the target object. The exper-
iments in this work would be largely unchanged if we cast the problem into a different domain,
including those without a physical manifestation. Thus, we abstract physical considerations out
of the problem.

A simulation consists of a pre-determined number of timesteps. A target and a tracker object
begin at the same location in a 2D or 3D space. Over the course of a simulation run, a target moves
along a specified path in that space. A swarm collectively pushes a tracker object, attempting
to follow the target as closely as possible. In two dimensions, four tasks are defined: push_NORTH,
push_EAST, push_SOUTH, or push_WEST. Increasing to 3D adds push_UP and push_DOWN. Each agent
i has a threshold 6; , for each D € {NORTH, EAST, SOUTH, WEST [, UP, DOWNJ}. Thresholds
are in [0, 1] and are mapped to the domain space via the range parameter. Task demands are
determined by the relative positions of the target and tracker. In each timestep of a simulation run,
let Ax = target.x — tracker.x and Ay = target.y — tracker.y. Task stimuli are defined as 5y = —Ay,
g = —Ax, s = Ay, 7w = Ax, 7y = —Az, and tp = Az. The goal of the swarm is for agents to
self-allocate themselves among the tasks in each timestep such that they satisty all task demands
in each timestep.

3.1 Target Motion

In each timestep, the target moves a fixed distance defined by parameter Target_step_len. The
direction in which a target moves in each step of a simulation is determined by a target path.
The defining characteristic of our testbed is that, by changing the target path, we can dramatically
and dynamically alter the demand placed on the swarm with respect to task demands. Demand can
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change gradually or abruptly, at a constant rate or a changing rate. The target can move and turn in
all directions or in only some. A single problem instance can include many of these characteristics
at once.

For example, in a zigzag path, demand for push_EAST is constant while, for push_NORTH and
push_SOUTH, it is punctuated by abrupt changes (see Figure 1). Other than these occasional abrupt
changes in demand for push_NORTH and push_SOUTH, task demands remain constant and un-
changed from one timestep to the next. Over the course of an entire run, the total demand for
push_EAST is highest, the total demand for push_NORTH and push_SOUTH are approximately equal,
and there is no demand for push_WEST. In contrast, a circle path exhibits constant gradual change
in demand for all tasks from one timestep to the next (see Figure 2). Over the course of an entire
run, the total demand for each task is approximately the same. A random path generates random
changes in demand for all tasks from one timestep to the next (see Figure 3).

The variety and dynamism of demands that can be placed on the swarm make this an ideal
testbed for task allocation. In 2D, we examine six target paths in our experiments: circle, diamond,
random, scurve, square, and zigzag. Detailed descriptions of each task appear below.

e circle: Target continuously revolves about a central point at a fixed distance, resulting in a
circular path with radius r. This creates continuously changing task demands and requires
the swarm to perform all tasks equally over the course of a run.

e diamond: Target moves continuously along the perimeter of a square rotated 45° from the
axes. Thus, all motion creates simultaneous demand for two tasks. Size is determined by
parameter Edge_length.

o random: In each time step, target direction is calculated from the current heading by adding
an angle, in radians, drawn from the Gaussian distribution AV (0.0, 1.0). With high probability,
random requires all tasks. See Figure 3.

e scurve: A periodic, rounded path that oscillates north and south, moving from west to east.
The motion is defined by parameters Path_amplitude and Path_period. Requires all tasks,
however, there is very little demand for push_WEST. See Figure 4.

e square: Target continuously moves along the perimeter of an axis-aligned square with edge
length defined by parameter Edge_length. Requires all tasks during a run but motion at any
given time is in only one direction.

e zigzag: A periodic, oscillating path moving from west to east with identical, angular straight
edges moving alternately northeast and southeast. As for scurve, amplitude and period are
parameterized. No demand for push_WEST but all motion creates simultaneous demand in
two dimensions. See Figure 1.

We examine six additional paths in 3D: baseball_stitching, circular_sine, random, slinky,
spiral, and spiral_updown. Detailed descriptions appear below.

e baseball_stitching: Target moves along a smooth approximation of the stitching on a
baseball. This generates small changes in demand in all three dimensions in every timestep.
See Figure 5.

e circular_sine: Target path is a sine curve projected on a cylinder with a parameterized
diameter. Demand in the z dimension is circular while x and y are defined by sine. Thus,
changes in demand for all tasks are continuous and small.

e random: The 3D random path is analogous to the 2D version.

e slinky: Target moves along a path defined by a coil wrapped on a torus. While creating con-
tinues, small changes in demand for all tasks like other 3D paths, s1inky provides significant
variation in the balance of demands. See Figure 5.
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Fig. 1. Zigzag path and corresponding task demands. L represents the maximum possible demand.
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mately four rotations. L represents the maximum possible demand.

e spiral: Target moves along a path defined by a coil wrapped on a cylinder. Demand for
push_UP is constant. There is no demand for push_DOWN.
e spiral_updown: Target moves along a path defined by a coil wrapped on a cylinder. Move-

ment is up in the first half of a simulation and down in the second half.
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Tracker motion is determined by the aggregate agent task choices. In each timestep, each agent ac-
tivates for one task or remains idle. Candidate tasks for agent i are those for which global stimulus

Tp = 0 p. If there is more than one candidate task in a timestep, then selection is random.

In each timestep, the tracker movement is determined as follows for each direction
D e {NORTH, EAST, SOUTH, WEST [, UP, DOWN]} Let N be the number of agents in a swarm.
Let np be the number of agents pushing in direction D. Parameter step_ratio is the ratio of
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;m

Fig. 5. Examples of baseball_stitching and slinky paths.

the maximum distance that a tracker can move in one timestep relative to the Target_step_len
parameter. The distance dp that the tracker moves in each direction D in a given timestep is

n
dp = FD X Step_ratio X Target_step_len.

Our interest in this work is to examine the efficacy of evolved, static response thresholds. We
compare the results for evolved thresholds with previous methods for assigning agent response
thresholds that have performed well, including uniform static thresholds and dynamic response
thresholds. In uniform static thresholds, agent thresholds for all tasks are generated uniformly at
random in [0, R], where R is a parameter that specifies the maximum threshold range. In the model
of dynamism used for comparison in this work, threshold values can vary in [0, R]. 6; , decreases
in each timestep during which agent i activates for task D and increases in each timestep during
which the agent activates for another task [Wu and Mathias 2020]. Threshold values are initialized
uniformly at random in [0, 1].

3.3 System Performance

Performance is evaluated according to the three following goals:

GoAL 1. Minimize the average positional difference, per time step, between the target location and
the tracker location.

GOAL 2. Minimize the difference between total distance traveled by the target and the total distance
traveled by the tracker.

GoAL 3. Minimize the average number of task switches, per agent, over the course of a simulation
run.

The first two goals measure system accuracy. It is important to note that both accuracy criteria
are necessary to gauge the swarm’s success. If using only Goal 1, then the tracker could remain
close to the target while zigzagging repeatedly across the target path. This would yield strong per-
formance with respect average positional difference but a path length that is significantly greater
than that of the target. Alternately, using only Goal 2, the tracker might travel a path that is the
same length as that of the target but unrelated with respect to shape and direction.

The third goal measures system stability. In problems for which changing tasks is costly (in
terms of time or energy), it is helpful for agents to minimize task switches. This measure is used
as an indication of agent specialization.

It is not our goal to find the most efficient method to solve the tracking problem. Instead, this
problem serves as our testbed because it allows us to present the swarm with schedules of dynamic
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Fig. 6. Structure of the genome. It consists of a threshold for each of the tasks for each agent. The thresholds
are real-valued.

task demands and to dramatically change the schedules by substituting one problem instance (path)
for another. Tracking is a decentralized task allocation problem in which task demands are clearly
defined and measured, dynamic variation in task demand over time can be systematically described,
and overall performance can be accurately measured as well as visually assessed. We reiterate that
our focus is on decentralized, dynamic task allocation via inter-agent variation in general and
variation in response thresholds in particular. Modeling physics, or physical robots, is not the
purpose of this work.

4 THE GENETIC ALGORITHM

Our GA is the well-known Non-dominated Sorting Genetic Algorithm II (NSGA-II) [Deb et al. 2002]
implemented in Python using the Distributed Evolutionary Algorithms in Python library [Fortin
etal. 2012]. Though there are newer multi-objective GAs, NSGA-II is well understood, widely used,
and very effective for small numbers of objectives. We use three optimization objectives:

e minimize average positional difference: the average, over all timesteps in a simulation, of
the distance between the target and tracker

e minimize path length difference: the difference in total distance traveled by the target and
tracker

e minimize average number of task switches: the average, over all agents, of the number of
switches from one task to another

Each objective aligns with one of the system goals defined in Section 3.3. Each of the m individ-
uals in the GA population represents a complete swarm consisting of n agents.

We note that average distance and total path length are not conflicting measures: It is possible to
minimize both simultaneously; however, minimizing one does not necessarily minimize the other.
Average task switches are orthogonal to the accuracy measures. GA runs performed without task
switches as an objective demonstrate that accuracy results are strong but task switches increase
significantly.

It might be possible to scalarize our objectives and use a single objective algorithm. There are,
however, several potential obstacles to this,

e Effective scalarization is difficult to achieve, particularly when the scales of the objectives
vary widely.

o In the end, we want to chose the individual that provides the smallest average positional dis-
tance found. With a single objective algorithm, it will be more difficult to make this selection.

o It is not clear that average switches is non-conflicting with respect to the other two
objectives.

Each individual in the GA encodes the response thresholds for an entire swarm. Thus, the
genome consists of kn real-valued numbers, k for each of the n agents represented by an in-
dividual, where k is the number of tasks (see Figure 6). The values for an agent represent the
four task thresholds for that agent, each a real value in [0, 1]. Thus, in aggregate the genome is:
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[0ip), ¥V D € {NORTH, EAST, SOUTH, WEST} and V i € [0,49]. Individuals are initialized with
threshold values generated uniformly at random in [0, 1].

NSGA-II is based on the concept of domination. Let 0;,i € {1,...,t} be the optimization ob-
jectives and a, b be individuals in the GA population. We denote the value of o; for individual
a as a;. Assuming that all objectives are to be minimized, individual a dominates individual b if
a; <b;Vie{l,...,t}anddi € {1,...,t}:a; <b;. Thatis, a is no worse than b for all objectives
and is better than b for at least one objective.

NSGA-II imposes a partial order on the population using domination. This takes the form of
placing individuals in a sequence of fronts. Front 0 consists of non-dominated individuals. Front j
consists of individuals that are dominated by at least one individual in front j — 1.

In each generation, we create an offspring population that is initially a copy of the parent popu-
lation. Offspring are randomly paired for crossover, which occurs with probability 0.9. Individuals
that undergo crossover are mutated with probability 0.2 while those that do not are mutated with
probability 1.0. After crossover and mutation are complete, the offspring are combined with the
parent population. This combined population is winnowed to the defined population size via the
replacement operator. More detailed descriptions of these genetic operators follow.

e crossover: The crossover operator is uniform with threshold values as the unit of exchange.
Given parents p; and py, child ¢; inherits each threshold 6; from p; with probability p and
from p, with probability 1 — p. Construction of child c; is symmetric.

e mutation: Each agent within a GA individual is mutated with a probability dependent on the
swarm size. An agent mutation consists of choosing one threshold value at random, with
equal probability, and adding a small A generated uniformly at random in a parameterized
range centered at 0.

e replacement: We use the standard NSGA-II replacement operator. A non-dominated sort
places the individuals into a series of fronts. Beginning with front 0, all individuals in each
front are retained in the population until a front is reached such that retaining all individuals
in that front would cause the population to exceed the defined population size. Call this front
q. Since only some individuals in front q can be retained, they are distinguished using a sec-
ondary measure called the crowding distance. The crowding distance is, in effect, a measure
of novelty. In selecting individuals from front g, more novel individuals are preferred.

Fitness for an individual in the GA population is determined by running the simulator using
the threshold values for that individual and the objectives defined above. For deterministic paths,
evaluation consists of a single simulation while for random paths we run three simulations and
average the results.

5 EXPERIMENTAL METHODS

We demonstrate the scalability of our approach in two ways. First, we evolve thresholds for swarms
with 50, 100, 500, and 1,000 agents. Second, we use 2D and 3D simulations, with four tasks and six
tasks, respectively. In the latter case, we limit the experiments to 50 agents.

For each target path, we perform 32 runs of the GA. At the conclusion of each run, the individuals
in the non-dominated front are sorted by their values for the average positional difference. The
individual with the smallest value for this objective is selected. The thresholds from that individual
are used in subsequent testing. For each test, we perform 30 runs of the simulation, averaging
positional difference, path length difference and number of task switches across the runs. Table 1
lists the GA and simulator parameters used in our experiments.

Individuals in the GA population are evaluated by running swarm simulations. This is performed
for each unevaluated offspring in each generation, up to m individuals per generation, where m
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Table 1. Simulation Parameters (top) and GA Parameters (Bottom)

Simulation Parameter Value
Number of agents, n 50, 100, 500, 1000
Simulation timesteps, training 200
Simulation timesteps, testing 500
Number of tasks, k 4,6
Task selection random
Target_step_len 3
Step_ratio 2.0
GA Parameter Value
Population size, m 100 for n = 50, 100

200 for n = 500, 1000
Initialization U (0.0,1.0)
Mutation A U(-0.1,0.1)
Parent selection random
Crossover uniform
Crossover probability 0.9
Uniform probability 0.7
Replacement NSGA-II
Generations 2500

Values for Target_step_len and Step_ratio are used to allow comparison
with previous results.

is the GA population size. For a deterministic path, this results in up to 500,000 simulations per
GA run. To reduce the time required for these runs, we use only 200 timesteps per simulation for
evaluation. During testing of the evolved thresholds, we use 500 timesteps per simulation to allow
comparison with previous results.

To understand the effects of response thresholds evolved using a GA, we perform experiments
using thresholds created in several ways.

e uniform: Generated uniformly at random, for each task for each agent. These thresholds are
static, remaining unchanged throughout a simulation.

e dynamic: Thresholds that vary within a range. For each task for each agent, the ranges are
generated by determining the minimum value uniformly at random in (0.0,0.5] and the
maximum value uniformly at random in (0.5, 1.0]. When an agent activates for a task, its
threshold for that task decreases by a learning factor. Conversely, the threshold for a task
increases by a forgetting factor when the agent does not activate for that task. An agent’s
initial threshold value for a task is the midpoint of the agent’s range for that task.

e evolved: Thresholds evolved a priori using a GA, as described in Section 4. Once evolved, the
values are static.

e rand-evo: Thresholds evolved for the random path. They are tested on all paths to demon-
strate generalizability.

o shuffled: Evolved thresholds that are permuted across the agents for each task. This main-
tains the set of thresholds for a task but changes the sequence of those thresholds, assigning
them to different agents. Doing this disrupts the evolved balance of threshold values within
each agent. This is done to explore the effect of the distribution of thresholds within agents.
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Fig. 7. Convergence of threshold evolution by target path. Each data point represents 30 simulation runs
for each of the 32 GA runs. The 95% confidence intervals are shown in red. For each series, generation 0
represents thresholds generated uniformly at random, the starting point for evolution.

6 RESULTS

In this section, we provide experimental results demonstrating that evolved response thresholds
outperform uniform thresholds, dynamic thresholds, and shuffled thresholds with respect to track-
ing metrics. In addition, thresholds evolved for one problem instance generalize, to varying de-
grees, to other problem instances. We identify a class of problem instances for which our algo-
rithm evolves universal response thresholds that provide nearly optimal performance for all other
instances tested. Finally, we analyze these universal training instances to identify features that
make universality possible.

6.1 Effect of Evolved Thresholds

Figure 7 illustrates the effect of evolved thresholds on swarm performance for the 2D tracking
problem. Each plot shows data for each of the six problem instances tested. The x-axes show
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Fig. 8. Evolution of thresholds for a swarm of 50 agents. Initial thresholds are uniformly distributed at ran-
dom. The histogram shows 20 buckets of uniform width. The GA is run for 2,500 generations, though for the
run shown the histogram does not change further after generation 500.

generations of evolution for each of the instances. In the top plot, the y-axis represents the aver-
age positional difference between target and tracker. The y-axis in the bottom plot represents the
tracker path length. Target path length for the runs shown is 1,500. Each data point represents
32 simulations, one for each run of the GA for that path. Each run was performed on the individ-
ual from the non-dominated front that achieved the minimum average positional difference; 95%
confidence intervals are shown in red.

Recall that the thresholds of the initial population in the GA are uniformly distributed at
random. Therefore, the generation 0 data points represent thresholds generated uniformly at
random. Evolved thresholds significantly improve performance with respect to both domain
goals for all problem instances. For tracker path length, performance is nearly optimal for all
paths.

Figure 8 shows a series of histograms depicting the threshold values for task push_EAST at nine
times during a run of the GA for target path circle with radius 10. On the x-axis, the threshold
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Fig. 9. Comparison of swarm performance for six problem instances (paths) using response thresholds gen-
erated in five ways: distributed uniformly at random, dynamically adjusted during a run, evolved by a GA
for the test path, evolved by a GA for the random path, and shuffled. Shuffled thresholds are evolved for the
test path but are then randomly permuted across agents for each task. This breaks the evolved balance of
thresholds for each agent. Shuffled thresholds are discussed further in Section 6.1.

range of [0.0, 1.0] is divided into 20 buckets of width 0.05. The y-axis is the count of agents in each
bucket. The swarm consists of 50 agents. In generation 0, the thresholds are the initial values, gen-
erated uniformly at random. In each subplot, the swarm’s performance using the current threshold
values is shown at the upper right. The individuals depicted are selected from the non-dominated
front.

This sequence shows that the number of low thresholds very quickly increases, resulting in
more agents activating for this task. For the GA run shown, the histogram for push_EAST is fixed
by generation 500, though values within the buckets may continue to change.

Examining activation counts for agents with the final thresholds reveals that only 25 of the
agents activate for push_EAST. In the plot for generation 500 in Figure 8, 24 agents are represented
in the block with thresholds between 0.0 and 0.3. All of these agents, plus one of the agents in
range 0.3 to 0.35 (with only 10 activations), activate at least once. None of the remaining agents
activate for this task, push_EAST. This means that the thresholds for push_EAST for these agents
constitute, in effect, a non-coding region of the genome as they do not affect fitness.

Introducing dynamism in response thresholds may allow a swarm to adapt to changing task
demands and different problem instances. Because we evolve response thresholds for particular
problem instances, it is natural to compare evolved thresholds to dynamic thresholds to determine
if the expected benefit of dynamism is observed. Figure 9 illustrates this comparison. The x-axis
consists of six groups, one for each problem instance. Within each group, we show data points for
uniform thresholds, dynamic thresholds, thresholds evolved for that target path, and thresholds
evolved for random paths but tested on the target path (rand-evo). In the group for random, we omit
the fourth data, since they duplicate the third. The y-axis represents average positional difference.
Each column represents 30 runs of the simulation for each of the 32 runs of the GA. Results for
tracker path length are similar.

These results show that evolved thresholds significantly outperform both uniform thresholds
and dynamic thresholds. Dynamism is beneficial for some paths but not for others. This may be
due to the effects of the positive feedback loop on dynamic thresholds, causing them to migrate to
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Fig. 10. Comparison of task switches for six problem instances (paths) using response thresholds generated
in five ways.

sink states. One potential advantage of dynamic over evolved thresholds is that they adapt in real
time to any path, perhaps making them more general than evolved thresholds. The rand-evo data
demonstrate that this is not the case. Using thresholds evolved for random we find excellent per-
formance for all paths suggesting that evolved thresholds can generalize even when used statically
by the swarm.

Evolved thresholds also have a beneficial impact on specialization for most paths. For each of
the 32 runs of the GA, we perform 30 swarm simulations using the evolved response thresholds.
Figure 10 shows the average task switches for these simulations for all six problem instances. Im-
provement ranges from modest for square, for which specialization is unnecessary due to demand
for only one task in any timestep, to substantial for diamond and zigzag, which share the prop-
erties of long periods of unchanging task demand and demand for multiple tasks in all timesteps.
random is an outlier with a high number of task switches for evolved thresholds. We hypothesize
that this is due to each evaluation of individuals during evolution using different random paths.
Thus, while the balance of thresholds for each task is well developed, as evidenced in Figure 9, the
balance across tasks for each agent is not.

To gauge the effect of the distribution of thresholds within an agent, we randomly shuffle the
evolved thresholds by permuting the thresholds for each task. This maintains the distribution of
threshold values for a task but disrupts the relative values across tasks for each agent. We shuffle
the evolved values for all 32 GA runs for each of the six problem instances. We then perform 30
simulations with each set of shuffled thresholds. The results are represented by the “shuffled” data
series in Figure 10. With shuffled thresholds, specialization is dramatically reduced compared to
unshuffled evolved thresholds for all paths except random. For this path, shuffled and unshuffled
thresholds exhibit similar specialization.

For the domain goals, evolved thresholds perform well for random, as shown in Figure 9. The fig-
ure shows that shuffled thresholds perform significantly better than uniform thresholds due to the
improved distribution of thresholds for a task. They are not, however, as effective as the unshuffled
evolved thresholds due to the lack of coordination of thresholds for each agent. Significantly, this
demonstrates that static thresholds (those evolved by the GA) can perform almost optimally even
for problems in which the task demands are highly dynamic.
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Fig. 11. Generalization of thresholds evolved for six paths. circle and random provide the best
generalization.

6.2 Generalizing across Paths

A reasonable concern for a priori evolution of response thresholds is that the result will be specific
to the problem instance used during evolution. If this is the case, then evolution of thresholds will
be required for each problem instance to be solved, a time-consuming undertaking. We investi-
gate this by testing the generalization of evolved thresholds across problem instances with greatly
varying schedules of task demands. We show that response thresholds evolved for some problem
instances generalize well to all other instances. By performing additional experiments, we attempt
to identify the instance properties that facilitate generalization.

We have demonstrated that evolved thresholds result in better swarm performance, for the path
for which they were evolved, than uniformly distributed thresholds. Uniformly distributed thresh-
olds generalize well. That is, they perform well for all paths. This is not surprising, since uniformly
distributed thresholds are general by definition. It is not obvious that thresholds evolved for the
task demands of one problem instance should perform well for another instance with different
demands. In this section, we show that evolved thresholds can generalize and that some problem
instances result in thresholds that provide excellent performance for all others.

Figure 11 depicts the degree of generalization for evolved thresholds. The x-axis labels represent
the path used for evolution. Each color represents a path used for testing. Each column represents
32 data points, one for each run of the GA. Each data point is the average of 30 simulations using
one set of evolved thresholds. The y-axis shows average positional difference between the target
and tracker.

The figure shows that circle and random generalize to all other paths. circle does slightly
better than random for all paths except square. Neither square nor zigzag generalize well, though
we note that the performance is approximately the same as uniform thresholds for each testing
path. scurve generalizes well to zigzag but not to other paths. The trend is the same for the
tracker path length objective, though the plot is omitted for space considerations.

The first step in understanding these results is to revisit the path descriptions. For zigzag, move-
ment alternates periodically between line segments to the northeast and southeast. Inspired by a
sine wave, scurve creates continuously changing task demands. This explains the asymmetry in
generalization between these two paths. zigzag thresholds are not able to address the changes in
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Fig. 12. Generalization results for thresholds evolved for zigzag with period 40, tested on zigzag with periods
of 10 to 100.
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Fig. 13. Generalization results for thresholds evolved for scurve with period 40, tested on scurve with periods
of 10 to 100.

task demands created by scurve. We hypothesize that thresholds evolved for zigzag specialize
to the balance of task demands presented by a path that follows only two slopes. To test this hy-
pothesis, we use thresholds evolved for zigzag with period 40 on runs for other zigzag instances
with different periods. Changing the period while keeping the amplitude fixed, changes the slopes
of the zigzag path segments. As seen in Figure 12, this minor change significantly degrades per-
formance. In contrast, scurve thresholds work well for zigzag as they are not specialized to a
particular balance of task demands. Figure 13 shows testing of scurve thresholds evolved for pe-
riod 40 on scurve instances with periods from 10 to 100. There is very little change in performance
across period values.

Neither scurve nor zigzag generalize well to circle, diamond, random, or square. This is be-
cause zigzag creates no demand for task push_WEST and scurve creates very little. Therefore,
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Fig. 14. Generalization results for thresholds evolved with a circle with radius 10, tested on circles with radii
of 5 to 150.

west thresholds do not significantly affect individual fitness during evolution creating very little
evolutionary pressure on these values. As a result, scurve and zigzag thresholds’ ability to satisfy
push_WEST demand is no better than chance. The last column in each group in Figure 11 illustrates
this point. These data represent tests performed on zigzag-w, a version of zigzag in which the
major direction of travel has been reversed to west but is identical to zigzag in all other respects.
circle and random generalize to zigzag-w with almost identical results as those for zigzag. Nei-
ther scurve nor zigzag generalize to zigzag-w, supporting our claim.

square requires further analysis. push_WEST comprises one-quarter of the task demand for
square, yet it does not generalize as well as circle and random, which have similar west demand
as a fraction of total task demand. We hypothesize that this results from task demand for square
being limited to one direction in any timestep. Thus, for square, there is no need for specialization
as there is only ever one task to undertake at any time. Thresholds evolved in this environment,
therefore, do not perform well when demand for multiple tasks exists.

We present results for diamond to add additional support for our hypotheses regarding the ex-
perimental results. Recall that diamond is simply square rotated 45° so that the corners are aligned
with the four cardinal directions. Therefore, like zigzag, diamond consists of straight segments
each of which creates demand for two tasks but like square it creates demand for all four tasks
during the course of a simulation. Results for diamond are similar to those for square, though
slightly worse for most target paths. As with zigzag, diamond evolves thresholds with a fixed
balance between tasks for which there are simultaneous demands. square does not suffer from
this effect. This conclusion is reinforced by the similar performance for diamond and zigzag for
test path square despite the apparent advantage for diamond due to demand for push_WEST. That
advantage is apparent in the performance for test path zigzag-w (Figure 11).

circle serves as a particularly robust training instance. As shown in Figure 11, circle thresh-
olds generalize to all other paths. In addition, they are effective for circle instances independent
of radius. A radius of 10 is used for evolving thresholds. As Figure 14 shows, tests on circle with
radii from 5 to 150 show no significant change in performance. Further, thresholds evolved via GA
runs in which fitness evaluation uses simulations making as little as one revolution of the circle
results in values with the same performance as simulations making multiple revolutions. Figure 15
provides these results. Using only 0.75 revolutions results in only slight degradation.
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Fig. 15. Generalization results for thresholds evolved with fitness determined by only one revolution of a
circle. The y-axis matches the previous plots to facilitate comparison.

These results suggest two necessary and sufficient features for a universal training instance:
sufficient demand for all tasks, and a wide range of simultaneous demand levels to allow thresholds
to evolve to reasonably address any balance of demand between multiple tasks. It is important to
note that this does not require that the training instance includes every possible turn or curve that
might be encountered in testing. A simple circle in which demand changes in the same way, from
one timestep to the next throughout a run, is universal. There are no left turns, no sharp turns
and no straight lines. The number of timesteps during which there is demand for only one task is
extremely small as these occur only when the target and tracker are at the same x or y location
but are not co-located. Though a very different path, random provides similar task demands with
respect to variety in the balance of simultaneous demand for multiple tasks and a high probability
of all tasks being represented. These results provide hope that simple universal training instances
may exist for other problem domains.

6.3 Scalability

In the previous subsections, we demonstrate the utility and generalizability of evolved response
thresholds for swarms of 50 agents solving a number of two-dimensional tracking problems that
require agents to undertake four tasks. In this section, we report results that show the scalability
of our approach with respect to the number of agents and the number of tasks.

The obvious impediment to evolving thresholds for larger swarms or an increased number of
tasks is the increase in the size of the genome, which makes evolution more complex. To address
this, we first experiment with swarms of sizes 100, 500, and 1,000. For 100 agents, we duplicate all
runs performed for 50 agents.

Figure 16 demonstrates that the results for our approach with 100 agents are similar to those for
50 agents. As for Figure 9, the x-axis consists of six groups, one for each problem instance. Within
each group, we show data points for uniform thresholds, dynamic thresholds, thresholds evolved
for that target path, and thresholds evolved for random paths but tested on the target path, and
shuffled evolved thresholds. In the group for random, we omit the results for rand-evo, since they
duplicate random. The y-axis represents average positional difference. Each column represents
30 runs of the simulation for each of the 32 runs of the GA.

The plot shows that evolved thresholds outperform other types. Further, the distribution of
thresholds within agents is as important for 100 agents as for 50, demonstrated by shuffled
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Fig. 16. Average positional difference for five threshold types for swarms of 100 agents.
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Fig. 17. Average task switches for five threshold types for swarms of 100 agents.

thresholds. The similarity in results for 50 and 100 agents is repeated for task switches, as seen in
Figure 17.

The generalizability observed for 50 agents extends to larger swarms as well. Figure 18 demon-
strates that thresholds evolved for circle and random paths generalize to all other paths, as they
did for 50 agent swarms. The x-axis labels represent the path used for evolution. Each color repre-
sents a path used for testing. Each column represents 32 data points, one for each run of the genetic
algorithm. Each data point is the average of 30 simulations using one set of evolved thresholds. The
y-axis shows average positional difference.

For swarms of 500 and 1,000 agents, we perform GA runs only for the circle path as this
allows demonstration of both effective evolution of response thresholds for larger swarms and of
generalization. Figure 19 illustrates the results. Note that, in fact, generalization improves slightly
as swarm size increases. We note two possible causes for this. First, in larger swarms, the effect
of each agent is reduced, creating finer granularity in swarm behavior. Second, for swarm sizes
500 and 1,000, the GA population size is increased from 100 to 200 to facilitate evolution with a
significantly larger genome.

Scalability manifests not only as the effectiveness of the thresholds evolved but also as the
time required to generate those thresholds. Table 2 shows the average time required, as well as
the effectiveness of the thresholds, averaged over all runs of our GA for circle, for each of the
swarm sizes considered. The data show that the swarm size has little direct impact on runtime,
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Average Positional Difference Across Training : Testing Path Pairs 100 Agents

4
§ Test Path
o 3 e circle
905’ e diamond
a : t3 e random
g . t e scurve
% ] ‘ . ’. ’ ‘ ' : square
$ ! 1 e zigzag
“ ! . ', ) <
0o °® seeo § 0800 ) o 8 A
circle diamond  random scurve square zigzag

Training Path

Fig. 18. Generalization of thresholds evolved for six paths for swarms with 100 agents. circle and random
provide the best generalization.
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Fig. 19. Generalization of thresholds evolved for path circle for swarms of 50, 100, 500, and 1,000 agents.

however, the GA population size significantly increases runtime due to the quadratic dependence
on population size for NSGA-IL This is relevant because for larger swarms, a larger GA population
is necessary for effective evolution.

Another aspect of scalability we explore is the number of tasks. By adding a third dimension to
our tracking simulator, we increase the number of tasks agents may undertake from four to six.
To date, 3D experiments are performed for swarms of 50 agents. All other aspects of the simulator
remain unchanged: All agents can perform all tasks, each agent has an independent threshold for
each task, and we can substantially vary the task demands presented to the swarm by changing
problem instances. The problem instances used in 3D are, of course, very different than those used
in 2D and are described in detail in Section 3.
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Table 2. Runtimes and Effectiveness of Evolved Thresholds for
Swarm Sizes of 50, 100, 500, and 1,000 for the Circle Problem Instance

Number of agents 50 100 500 1000
GA population 100 100 200 200
GA runtime (minutes) || 70.42 87.53 | 331.67 | 444.56
Avg. difference 0.1492 | 0.1185 | 0.0625 | 0.0310
Path length 1502.34 | 1501.79 | 1501.06 | 1500.05

Note that the GA population is larger for runs with 500 and 1,000 agents. This is
the most significant factor in the increase in runtime.

Average Positional Difference by Threshold Type
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Fig. 20. Swarm tracking performance for five threshold types for swarms of 50 agents in three dimensions.
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Fig. 21. Swarm specialization for five threshold types for swarms of 50 agents in three dimensions.

Figure 20 shows the results for different threshold types for 3D paths with respect to tracking
accuracy. The trend is similar to that observed for 2D tracking. Figure 21 shows the same trend
for task switches. These data demonstrate that generalization holds for at least modest increases
in the number of tasks.
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Fig. 22. Generalization of thresholds evolved for 3D paths for swarms of 50 agents.

Figure 22 demonstrates that generalizability extends to three dimensions. Paths random and
slinky show the greatest propensity for generalizing with baseball_stitching also perform-
ing well. spiral does not generalize at all. These observations reinforce the discussion in Sec-
tion 6.2. spiral generates no task demand for push_DOWN. Because all other paths create demand
for that task, thresholds evolved for spiral cannot adequately address the demand for those paths.
spiral_updown moves up for the first half of the simulation and down for the second half. While
this creates demand for push_DOWN, somewhat improving generalization, the balance of demands
created across the tasks is not highly varied. To test the claim that generalization of response
thresholds is dependent on variation in the balance of task demands during evolution, we develop
the slinky problem instance (see Figure 5). This path generates varying simultaneous demand for
each possible combination of tasks. That slinky results in the highest degree of generalizability
lends support to the claim that this property is relevant to universal training instances.

6.4 Threshold Distribution

Two factors explain the success of evolved thresholds: the distribution of threshold values for a
task and the distribution of thresholds for each agent. The former is important for ensuring that
an appropriate number of agents are capable of responding to various levels of demand for each
task while the latter regulates whether an agent must select between multiple tasks for which their
thresholds are satisfied.

The experiments performed with shuffled thresholds demonstrate the relevance of the distribu-
tion of thresholds across tasks for an agent. The shuffled data elements in Figures 9, 10, 16, 17,
and 20 demonstrate how changing the relative values of task thresholds for an agent affect swarm
performance. As previously described, these elements represent runs using evolved response
thresholds that have been randomly permuted, maintaining the set of thresholds for each task
but redistributing them among agents. This disrupts the relative values of thresholds for an agent
across the tasks. Both domain problem performance and specialization are significantly decreased
for shuffled thresholds.

The importance of threshold distribution for a task, across agents, is evident in Figure 8. The
first and final histograms show the evolved change in distribution. The initial values, uniformly
distributed at random, have 18 thresholds less than 0.35 and 8 less than 0.20. By generation 500,
the evolved thresholds have 26 thresholds less than 0.35 and 19 less than 0.20. With many more
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agents responding to lower demand, the tracker is able to maintain a much smaller distance to the
target, by more than a factor of 10, as seen in the legend of each histogram.

7 CONCLUSION

In this article, we examine evolved response thresholds for a dynamic task allocation problem in a
decentralized, deterministic threshold-based swarm. The testbed problem we use allows creation
of highly dynamic task demands with significant variation in the balance of demands between
tasks, frequency of change in demand, and magnitude of change in demand. Our primary finding
is that response thresholds evolved for some problem instances generalize to all other problem
instances despite significant differences in the schedules of task demands generated. circle in
two-dimensions and slinky in three-dimensions result in evolved thresholds that generalize par-
ticularly well. Our experiments show that generalization derives from variation in the balance of
simultaneous task demands during evolution. This result provides hope for an evolve once, apply
many approach, negating the need to evolve thresholds for every problem instance.

Another significant finding is that it is possible to achieve nearly optimal performance in highly
dynamic environments using static response thresholds. In this work, thresholds are evolved a
priori and are static throughout use in simulations. Task demands generated in simulations are
dynamic. Despite this, swarm performance is almost ideal, even when generalizing from circle
or slinky in two or three dimensions, respectively. This refutes the common assumption that a
swarm must be dynamic to perform in a dynamic environment.

Finally, this work demonstrates the importance of the distribution of response thresholds within
each agent. Experiments show that disrupting those distributions degrades swarm performance
by significantly reducing agent specialization, measured as the average number of times agents
switch between tasks. A potentially interesting direction for future exploration is to repeat these
experiments with different measures of specialization.
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