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Abstract

We examine the ability of a genetic algorithm to learn a predictive model that can estimate the likelihood that a physical therapist will receive annual Medicare payments above or below the industry median based on the physical therapist’s practice parameters. We compare the performance of a canonical genetic algorithm and a self-adaptive genetic algorithm with the performance of traditional logistic regression. Results show that both genetic algorithm approaches are competitive with logistic regression with the canonical genetic algorithm consistently outperforming logistic regression.

Introduction

In this work, we investigate the ability of a genetic algorithm (GA) (Holland 1975; Goldberg 1989) to learn a predictive model on when the total Medicare standardized payment amount received by a physical therapist (PT) will be above or below the industry median. Given a set of example data points with the correct classification, we use a GA to learn a model that can be used to predict the classification of future data points.

The ability to collect and analyze data at a large scale has transformed many industries including the health care industry. In the health care industry, this ability has made possible system-wide analyses across populations of providers that were previously impossible or intractable. The Centers for Medicare and Medicaid Services (CMS) has released information on services and procedures provided to Medicare beneficiaries by physicians and other health care professionals including PTs, with the goal of making the US healthcare system more transparent, affordable, and accountable (Brennan, Conway, and Tavenner 2014; mis). With the current widespread health care workforce shortage, it is of great interest to examine what factors may affect the service volume and payments of various health care providers.

Physical therapy services that strive to improve strength and mobility, restore and maintain physical function, and enhance health, well-being, and quality of life are covered by the Medicare Fee-for-Service (FFS) program under Part B. Few studies have examined the PT workforce participating in Medicare Part B. Although there is work that explores the factors associated with Medicare service volume and standardized Medicare payment (Liu et al. 2018), it remains unclear what factors affect a PT’s likelihood of receiving an annual Medicare payment that is above the industry median.

We are interested in identifying and understanding correlations between PT practice parameters and expected costs billed to Medicare. Specifically, we would like to know if practice parameters may be used to classify whether the annual Medicare payments received by a PT will be above or below the industry median. The traditional analytical approach to such classification problems is logistic regression (LR), but evidence suggests that machine learning (ML) algorithms may also be effective approaches for these problems (Chaurasia and Pal 2014; Ciresan et al. 2012; de Vasconcelos et al. 2001; Ning et al. 2005; Thornblade, Flum, and Flaxman 2018; Waibel et al. 1989), potentially offering more precise solutions than traditional regression-based methods (Thornblade, Flum, and Flaxman 2018). GAs are a type of ML algorithm that have been successfully applied to classification problems, both alone and in conjunction with other ML approaches.

Multiple examples of GAs for classification exist (Fernández et al. 2010). These methods commonly revolve around the learning of a set of rules with which to make the classification. This rule-set commonly follows an IF-THEN or IF-THEN-ELSE paradigm. GA classification methods have been used on classification problems including the detection of breast cancer (Fidelis, Lopes, and Freitas 2000), multicriteria inventory classification (Güvenir and Erel 1998), as well as multiple common classification test sets (Dehuri et al. 2008; Fernández et al. 2010). Genetic programming, an evolutionary algorithm related to the GA, has been successfully used for the prediction of natural gas consumption of a chemical processing company (Kovačič and Dolenc 2016).

GAs have also been used to select the relevant features with which other ML methods build a predictive model. This approach has been used on a variety of classification problems. ML methods with which GAs have been combined include: random forests for outcome prediction on patients with oesophageal cancer (Paul et al. 2017), support vector machines (SVM) for bankruptcy prediction (Min, Lee, and Han 2006), neural networks for surgery outcome prediction.
on patients with non-small cell lung carcinoma (Jefferson et al. 1997), linear discriminant analysis for prediction of firms that default on tax payments (Höglund 2017), and logistic regression (Zamuda et al. 2017; Zhang et al. 2018) for prediction of the progress of Alzheimer’s disease (Vandewater et al. 2015). In these systems, GAs are sometimes used for other uses beyond feature selection; in the SVM example (Min, Lee, and Han 2006), the GA also optimizes the SVM parameters in addition to feature selection. In each of these examples, GAs were found to be an effective tool for feature selection.

We begin by describing the problem and how it is represented in the GA. We give a description of the two GA methods that we use, and an overview of the LR analysis. Finally, we compare the performance of all three methods on both the training and validation data sets.

**Problem description**

The problem that we study is a predictive modeling problem. Given a set of data points and a classification for each data point, we apply a GA to learn how the characteristics (or independent variables) of each data point are correlated with the classification (or dependent variable) of that data point. We represent this problem in the GA as a linear weighted sum. The goal of the GA is to evolve appropriate weights or coefficients that produce a correct classification via the sum.

Our data sources are the 2014 Medicare Provider Utilization and Payment Data: Physician and Other Supplier Public Use File (PUF) and the 2015-2016 Area Health Resources File (AHRF). Specifically, we identify 40,662 PTs from the 50 states and the District of Columbia who submitted Medicare Part B non-institutional claims in 2014 using the PUF and link the provider-level variables with county-level variables that reflect the characteristics of the health care market in which each of the PTs practice. Each of the 40,662 data points specifies the data for one PT provider, \( P_r : r \in \{1, 2, ..., 40662\} \), which consists of:

- 25 independent variables, \( v_{r,i} : i \in \{0, 1, ..., 24\} \), each of which describes a practice parameter for \( P_r \). Table 1 lists the 25 independent variables.
- one dependent variable, \( B_r \), which gives the full Medicare standardized payment amount received by \( P_r \) in 2014.

Let \( B_{\text{median}} \) be the median Medicare standardized payment amounts over all PT in 2014. Given \( v_{r,i} : i \in \{0, 1, ..., 24\} \) for any \( P_r \), we would like to be able to predict if \( B_r \) will be above or below \( B_{\text{median}} \).

The GA addresses this problem as a linear weighted sum

\[
Q_r = \sum_{i=0}^{24} c_i v_{r,i} \tag{1}
\]

where \( v_{r,i} \) are the independent variables for one data point \( P_r \) and \( c_i \) is a set of coefficients evolved by the GA. The goal of the GA is to evolve a set of coefficients \( c_i : i \in \{0, 1, ..., 24\} \), such that the following is true for all data points, \( P_r \):

\[
Q_r = \begin{cases} 
> 0 & \text{if } B_r > B_{\text{median}} \\
\leq 0 & \text{if } B_r \leq B_{\text{median}} 
\end{cases} \tag{2}
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solution. The more fit individuals are probabilistically selected to be used to create a new population of candidate solutions. Over multiple populations or generations, the algorithm evolves better and better solutions. Our GA uses a floating point representation to encode solutions and uses empirically determined experimental parameter settings.

Each individual in the GA population represents one candidate solution (a vector of 25 coefficients). Each solution is represented as a floating point array of 50 values, \( z_j : j \in \{0, 1, ..., 49\} \) where \(-1.0 \leq z_j \leq 1.0\). For each independent variable \( i \) listed in Table 1, the coefficient value encoded by the GA is \( c_i = z_i^r \) where

\[
x = \begin{cases} 
1 & \text{if } -1.0 \leq z_i + 25 < -0.5 \\
2 & \text{if } -0.5 \leq z_i + 25 < 0.0 \\
3 & \text{if } 0.0 \leq z_i + 25 < 0.5 \\
4 & \text{if } 1.5 \leq z_i + 25 \leq 1.0 
\end{cases}
\] (4)

The exponential term is included because the ranges of these variables vary by multiple magnitudes, this term aids the GA reaching all magnitudes. The fitness of an individual indicates how well its set of coefficients classify all of the data points in a training set. Algorithm 2 gives the fitness function used in our GA. Given the 25 coefficients encoded by one individual, calculate \( Q_r \), as shown in Equation 1 for each data point \( P_r \). The fitness of the individual is the percentage of data points for which Equation 2 holds true (percentage of correct classifications).

Table 2 gives the GA parameter settings used in our experiments. These values were empirically shown through a series of tuning experiments to produce good performance. In step 4 of Algorithm 1, the GA uses Tournament selection with a tournament of size 10 to select a temporary population of parents of the same size as the regular population. In step 5 of Algorithm 1, the GA applies two-point crossover at a rate of 0.9 to each pair of parents in the temporary population. Two crossover locations are randomly selected and the segment within those two locations are exchanged to create two offspring. Each offspring then undergoes mutation. Mutation rate indicates the probability with which each coefficient on an individual will be mutated. Values that are selected for mutation are reset to a randomly generated floating point value between -1.0 and 1.0. The offspring population becomes the next generation and the cycle repeats until the stopping condition is met. Each GA run executes for 200 generations and returns the best solution found.

**Self adaptive genetic algorithm**

One of the challenges in using the GA as a learning tool is how to appropriately set the GA parameters. Tuning GA parameters can be highly impactful on result quality but is also a difficult and time consuming task (Eiben and Smit 2011). One method to alleviate this difficulty is through the use of self-adaptation in a SAGA. A SAGA is a GA in which a subset of the parameters are evolved over the course of the execution instead of being manually set at a static value. The SAGA is still fundamentally a GA and so adheres to Algorithms 1 and 2.

In our SAGA configuration (Norat and Wu 2018), four parameters are self-adaptive. These self-adaptive parameters are: crossover type, crossover rate, mutation type, and mutation rate. These parameters are encoded in each individual. Each individual thus has unique values for the self-adaptive parameters. In our SAGA, each individual has two chromosomes; the solution chromosome encodes the potential solution of 25 coefficients and the parameter chromosome encodes the self-adaptive parameters. Both chromosomes are modified by the genetic operators. The solution chromosome representation is identical to that of the standard GA.

Self-adaptation of the mutation rate and crossover rate allow the SAGA to vary the rate at which mutation and crossover occur throughout a run. The mutation rate is initialized as a random floating point value between 0.0 and 0.5. The crossover rate is initialized as a random floating point value between 0.5 and 1.0. Both rates can evolve within the range of 0.0 to 1.0. The encoded mutation rate directly represents the mutation rate of that particular individual. Crossover requires two or more individuals, thus the effective crossover rate of any set of potential parents is equal to the mean of the parents’ encoded crossover rates.

Self-adaptation of the crossover type and mutation type allow the SAGA to vary which crossover and mutation operators are used during a run. Instead of using a single crossover

---

**Algorithm 1** Basic steps of a genetic algorithm.

1: Initialize population of candidate solutions randomly
2: while stopping condition not met do
3: Evaluate the fitness of every population member
4: Apply selection method to select parents
5: Apply genetic operators to generate offspring from selected parents
6: end while

---

**Algorithm 2** Fitness function.

1: \( \text{sum} \leftarrow 0 \)
2: \( r \leftarrow 0 \)
3: while \( r < \text{training_file_size} \) do
4: \( Q_r = \sum_{i=0}^{24} e_i v_i \)
5: if \( Q_r > 0 \) and \( B_r > B_{\text{median}} \) then
6: \( \text{sum} \leftarrow \text{sum} + 1 \)
7: else if \( Q_r \leq 0 \) and \( B_r \leq B_{\text{median}} \) then
8: \( \text{sum} \leftarrow \text{sum} + 1 \)
9: end if
10: \( r \leftarrow r + 1 \)
11: end while
12: \( \text{fitness} \leftarrow \text{sum} / \text{training_file_size} \)

---

Table 2: GA parameter settings.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>100</td>
</tr>
<tr>
<td>Stopping condition</td>
<td>200 generations</td>
</tr>
<tr>
<td>Selection method</td>
<td>Tournament, size=10</td>
</tr>
<tr>
<td>Crossover type</td>
<td>Two point</td>
</tr>
<tr>
<td>Crossover rate</td>
<td>0.9</td>
</tr>
<tr>
<td>Mutation type</td>
<td>Uniform random</td>
</tr>
<tr>
<td>Mutation rate</td>
<td>0.2</td>
</tr>
</tbody>
</table>

---

Table 2: GA parameter settings.
and mutation operator throughout a run as occurs with a canonical GA, SAGA selects from among a pool of potential operators each time crossover or mutation occurs. The genetic operators from which our SAGA selects are listed in Table 3. Every operator is encoded in each individual as a floating point value. These values are initialized between, in all 50 runs as well as the average performance over all 50 runs and its 95% confidence interval.

Table 4: Percent correct classification with highest value in bold. †GA and SAGA average performance is averaged over 50 runs.

<table>
<thead>
<tr>
<th>Crossover</th>
<th>Mutation</th>
<th>GA Best</th>
<th>GA Avg (95% CI)†</th>
<th>SAGA Best</th>
<th>SAGA Avg (95% CI)†</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform (Syswerda 1989)</td>
<td>Uniform random</td>
<td>93.39</td>
<td>89.58 (±0.990)</td>
<td>93.35</td>
<td>89.58 (±0.990)</td>
</tr>
<tr>
<td>Arithmetic (Michalewicz 1992)</td>
<td>Gaussian</td>
<td>93.39</td>
<td>89.58 (±0.990)</td>
<td>93.35</td>
<td>89.58 (±0.990)</td>
</tr>
<tr>
<td>Linear (Wright 1991)</td>
<td>Polynomial</td>
<td>93.39</td>
<td>89.58 (±0.990)</td>
<td>93.35</td>
<td>89.58 (±0.990)</td>
</tr>
<tr>
<td>Simulated Binary ( Deb 1995)</td>
<td>Swap</td>
<td>93.39</td>
<td>89.58 (±0.990)</td>
<td>93.35</td>
<td>89.58 (±0.990)</td>
</tr>
<tr>
<td>Blend (Kita et al 2000)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simplex (Tsutsui et al 1999))</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: SAGA crossover and mutation operators.

and and mutation operator throughout a run as occurs with a canonical GA, SAGA selects from among a pool of potential operators each time crossover or mutation occurs. The genetic operators from which our SAGA selects are listed in Table 3. Every operator is encoded in each individual as a floating point value. These values are initialized between, and can evolve between, 0.0 and 1.0. These encoded values are treated as the fitness of each operator. Every time mutation occurs, one mutation operator is probabilistically selected using tournament selection of size 3 with a win probability of 0.9. Crossover uses this same tournament selection scheme. Again, since crossover requires two or more individuals, the effective crossover operator fitness values of any set of parents is equal to the mean of the parents’ crossover operator fitness values.

Logistic regression

LR is commonly used to model the relationship between a binary response variable (e.g., yes and no) and a set of explanatory or independent variables (Hosmer and Lemeshow 1989). Suppose that \( Y \) is a binary response variable that can take on one of two possible values, denoted by 1 and 0 for example, and \( x \) is a set of independent variables which can be categorical or continuous. The probability that the response variable will be 1 given the independent variables, \( Pr(Y = 1|x) \), can be modeled as

\[
Pr(Y = 1|x) = \frac{1}{1 + e^{-(\beta_0 + \beta_1 x)}}
\]

where \( \beta_0 \) is the intercept and \( \beta \) represents the vector of regression coefficients.

Our logistic regression analysis is performed in the SAS software, Version 9.4 for Windows (SAS Institute, Inc., Cary, North Carolina, USA). In this study, the response or outcome variable equals 1 if a PT receives an above median Medicare payment and equals 0 otherwise. The independent variables (shown in Table 1) include a combination of PT demographic, practice, and market level factors. We estimate a separate LR model for each training data set tested by the GA and SAGA, and measure the percent correct prediction rates of the model on both the training data set and corresponding validation data set.

Results

Using the 40,662 data points aggregated from the PUF and AHRF, we compare the ability of the GA, SAGA, and LR to generate a model that will correctly classify data points as being above or below the industry median. In order to evaluate the effectiveness of the learned model on unseen data, we randomly assign the data points into a training set and a validation set. We perform three experiments, each using a different training-validation ratio: 80:20, 65:35, and 50:50. Because the GA and SAGA are pseudorandom algorithms, we perform 50 runs of each and report the best solution found in all 50 runs as well as the average performance over all 50 runs and its 95% confidence interval.

Table 4 gives the percent correct classification for the three training-validation data sets. The leftmost column gives the results from LR analysis on the original data file. The next four columns give the GA and SAGA results when learning using the original raw data. The last four columns give GA and SAGA results when learning on standardized data. Each pair of rows gives results for the training and validation results for one experiment. The best result in each row is highlighted in bold text.

In all but one instance, the GA running on the raw data generates the best solution, with classification percentages ranging from 93.44% to 93.59%. On the 80:20 training set, the SAGA running on the raw training data generates the best solution, with a classification percentage of 93.64%. LR classification percentages range from 93.03% to 93.39%. There is little difference between the training and validation results for all algorithms. In several experiments, the validation set performance exceed training set performance.

Both the GA and SAGA perform significantly better on the raw data sets than on the standardized data sets. In the raw data experiments, the GA exhibits slightly better performance than SAGA in terms of the best solution found over multiple (50) runs; the GA shows a significant improvement over SAGA in terms of the average solution quality over multiple runs; and SAGA runs produce a significantly wider confidence intervals than GA runs, indicating greater
variability across runs. In the standardized data experiments, SAGA performs better than the GA but the performance difference between the GA and SAGA is much less apparent.

Although the standardized data produces worse results than the non-standardized raw data, the standardized data appears to generate more consistent results across multiple runs in both the GA and SAGA, as indicated by the narrower confidence intervals. Examination of the individual solutions generated supports this conclusion. Figure 1 shows the coefficients of the best solution found in each of 50 training runs. The top row shows GA results; the bottom row shows SAGA results. The left column shows results using raw data; the right column shows results using standardized data. All data is from training runs that use 80% of the data.

In each plot of Figure 1, each line represents one coefficient value. All values (each from a different run) for each coefficient are grouped together. We see that, in the plots involving raw data, there is often significant variation within each group of lines indicating significant variation from one run to the next as to what is a good value for most coefficients. In the plots involving standardized data, there is significantly more agreement across GA and SAGA runs as to the evolved value for each coefficient. These plots in combination with the data from Table 4 show a correlation between the stability of the GA and SAGA search process and the quality of the solutions found. When learning on standardized data, both the GA and SAGA runs generate more consistent solutions, but solutions of lesser quality. When learning on raw data, the GA and SAGA results are less predictable but, over multiple runs, may achieve significantly higher quality. Such behavior is common when the problem fitness landscape is rugged and multi-modal.

Conclusions and Future Work

We examine the ability of a GA to learn a predictive model that can estimate the likelihood that a PT will receive annual Medicare payments above or below the median based on the PT’s practice parameters. We compare the performance of a canonical GA and a self adaptive GA with the performance of traditional LR. Both GA approaches are tested on the raw data and on the same data after it has been standardized.

Results indicate that both GA approaches are competitive with LR when learning on the raw data. The canonical GA consistently outperforms LR while SAGA performance varies slightly from experiment to experiment. When learning on the standardized data, both the GA and SAGA perform worse than LR.

Because the GA and SAGA are pseudorandom algorithms, we also examine the performance of these algorithms over multiple runs. The standardized data results in more consistent but slightly worse performance in both algorithms. The raw data results in less consistent but more competitive results in both algorithms. The SAGA exhibits more variation of results across multiple runs when compared to the canonical GA. Despite this variation, the best SAGA runs are still competitive while requiring less manual tuning than a canonical GA.
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Figure 1: Coefficients of the best solution from each of 50 GA (top row) and SAGA (bottom row) training runs using raw (left column) and standardized (right column) data on the 80:20 training:validation sets.
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