The Effects of Inter-agent Variation on Developing Stable and Robust Teams

Annie S. Wu  
Ramya Pradhan  
Gautham Anil  
Electrical Engineering & Computer Science  
University of Central Florida  
Orlando, FL 32816

R. Paul Wiegand  
Institute for Simulation & Training  
University of Central Florida  
3100 Technology Pkwy  
Orlando, FL 32816

Abstract
This paper provides a formal analysis of a multi-agent task allocation problem and how variation in agent behavior in the form of response probabilities can be used to build redundancy in the multi-agent system (MAS). In problems where experience is beneficial, redundancy provides an MAS with a back-up pool of actors if the primary actors are unavailable. We examine how to ensure a complete team of agents needed for a particular task will be formed, as well as two different ways of determining how to ensure some level of redundancy.

Introduction
One of the expected benefits of multi-agent systems (MAS) over single agent systems is the redundancy that is inherently available in an MAS. In the problem of task allocation, redundancy refers to extra agents beyond the minimum number of required agents that have the capability to perform a given task. Particularly in problems where experience is beneficial, redundancy provides an MAS with a back-up pool of ready actors if the primary actors are unavailable for any reason. This paper provides a formal analysis of a particular single task allocation MAS, examining how variation in agent behavior in the form of probabilistic response tendencies can be used to build redundancy in an MAS.

Response thresholds can be an effective method for allocating tasks among a decentralized team of agents (Bonabeau, Theraulaz, and Deneubourg 1998; Krieger and Billeter 2000; Schelfhout and Holvoet 2002). In this approach, each agent has a threshold at which it will respond to a task stimulus. When the task stimulus falls below an agent’s threshold, that agent acts on the task. If all agents have the same threshold value, then all agents will respond at the same time. If, more realistically, agents have different and unique threshold values, then agents will respond gradually, ordered by decreasing threshold values. This implicit ordering of the agents imposed by the agents’ threshold values means that the agents with the highest thresholds will be the first to act and have the most opportunities to gain experience. Agents with lower thresholds will have fewer to no opportunities to act and gain experience. Such a system tends to lead to a group of specialists that are very efficient at their tasks and very few, if any, other agents with experience on a given task.

Studies on natural systems such as social insect societies indicate that redundancy in a response threshold system can be achieved “naturally” through probabilistic action (Jones et al. 2004; Ravary et al. 2007; Weidenmüller 2004). If an agent does not act deterministically every time its threshold is met, but rather acts probabilistically, then there is some probability that a high threshold agent will not act, which gives a lower threshold agent the opportunity to act. Over multiple task demands, the system is able to build a pool of back-up agents that have some experience on a task, though they may not have as much experience as the specialists.

We will examine how variation in agent behavior in the form of probabilistic response tendencies can be used to achieve redundancy when an MAS is working on a problem in which experience is beneficial. We assume that the MAS is a response threshold system (Bonabeau, Theraulaz, and Deneubourg 1998) and that previous experience on a task improves an agent’s future performance on that task. We examine how probabilistic responses may be used to simultaneously build a redundancy pool and improve team performance (through experience) on a task.

Even relatively simple MASs present some challenges regarding parameterization—they often represent an implementation of a non-linear, complex adaptive system and can thus respond counterintuitively when practitioners adjust parameter values to achieve certain goals. Very often, research into task allocation methods involve a great deal of empirical study (Agassounon and Martinoli 2002; Reijers et al. 2007). One major advantage to our simple, ordered probabilistic framework for task allocation is the ability to characterize the system analytically. In this paper, we provide concrete, theoretically justified advice for how to establish effective parameter values for such a task allocation system for various goals a practitioner has in mind. In particular, we consider the issue of how to ensure a complete team of agents needed for a particular task will be formed, as well as two different ways of determining how to ensure some level of redundancy. Though we focus on a single task allocation scenario here, our goal is to extend these analyses to scenarios that involve multiple tasks.
**System Description**

Consider a resource mining problem. A team of agents shares a common store of Resource R. Each agent has a threshold below which it will begin mining and collecting additional amounts of Resource R for the store. For example, agent 1 begins mining when the Resource R store is 80% full while agent 2 does not begin mining until the Resource R store drops to 20% full. Each time an agent mines, it gains experience that allows it to mine more efficiently next time. As a result, agents with a high threshold for Resource R are always the first to act when the level of Resource R falls and have multiple opportunities to gain experience and improve their mining ability. Agents with low thresholds for Resource R may or may not have opportunities to act and gain experience. While this does result in the most efficient agents acting on a task, if those agents are busy or lost for any reason, the mining efficiency of the team will drop dramatically due to the low experience level of the remaining agents. If, however, low threshold agents also have occasional opportunities to act, then loss of the high threshold agents for a task will not result in as great a decline in performance. We examine how probabilistic response tendencies may be used to increase action opportunities for low threshold agents.

Given a team of \( n \) agents and a task that requires \( x : x \leq n \) agents to act, the ordering of the agents defined by their threshold values indicates the order in which agents are offered the opportunity to act on the task. We define a trial to be one instance in which the task requires agents to act, a candidate to be an agent that has been offered the opportunity to act, and an actor to be a candidate that chooses to act. Within a trial, agents become candidates in order of their decreasing threshold values. An agent becomes a candidate only if not more than \( x \) of the previous candidates have chosen to become actors. Once a candidate, an agent chooses to become an actor with probability \( s \), where \( 0.0 < s \leq 1.0 \) is the response probability. A trial ends when either \( x \) agents have become actors on the task or when all \( n \) agents have been given the opportunity to act on the task.

Let us consider the agents to be ordered from highest threshold (quickest to act) to lowest threshold (slowest to act). If there is no response probability \( (s = 1.0) \), then the system is deterministic and only the first \( x \) agents will act and gain experience. Adding a response probability to the agents’ decision making process allows some of the first \( x \) agents to choose not to act, thus, providing opportunities for agents beyond the first \( x \) to become candidates and possibly actors. Over multiple trials, the system builds a back-up pool of individuals beyond the first \( x \) individuals that have some experience acting on the task.

**Ensuring Teams and Redundancy**

The decentralized, order-based task allocation problem described above involves a number of inherent tradeoffs. For example, as motivated above, it will often be important that over the course of many trials, a variety of agents have some exposure to the task in order to gain experience with the task. One would like to ensure some specified level of redundancy of experienced agents over the course of various trials. In this section, we consider an agent “experienced” if it participates in a team on a task in at least one trial.

The obvious way to increase the probability that more agents will gain experience is to reduce the response probability, \( s \). As discussed above, lowering \( s \) means candidates earlier in the sequence will not be active, which increases the chance that later agents will have that opportunity. As long as \( s \) remains non-zero, the smaller its value, the higher the probability that the final agent will become a candidate.

Unfortunately, there’s a catch — lowering \( s \) also raises the probability that too many agents will reject the task. If this happens, there will be too few agents to make a complete team (there will be fewer than \( x \) active agents), and the total number of agents that gain some kind of experience will begin to decrease over repeated trials. Indeed, \( s \) should be as large as possible in order to increase the probability that we find precisely \( x \) agents to collaborate on the task in every trial.

What is needed is a way to establish a value for \( s \) that is sufficiently low to make the probability of achieving some level of redundancy as high as possible but sufficiently high to make the probability of making a team in each trial as high as possible. With our task allocation process, it is possible to use traditional bounding techniques for stochastic processes to help determine the response probability that achieves these goals, when they are obtainable.

We divide our discussion into two parts: bounding the probabilities associated with making a team and bounding the probabilities associated with achieving a specified redundancy. In both cases, we will consider the following process, which is equivalent to a single task allocation trial: Assign each of the \( n \) agents a “mark” with independent probability \( s \), traverse a subset of the agents in order adding each marked agent to the team if fewer than \( x \) have already been added, then terminate when either there are \( x \) agents on the team or all \( n \) agents have been considered. Looking at the process this way allows us to focus simply on the number of marks. For our team-forming discussion, let \( M \) be a random variable specifying the total number of marked agents, regardless of whether the agents participate in the team.

**Lemma 1** A single trial of the task allocation process will result in \( M \leq x - 1 \) with \( \Pr \left\{ 1 - e^{-\Omega(n)} \right\} \) when \( s < \frac{x - 1}{en} \). It will result in \( M \geq x \) with \( \Pr \left\{ 1 - e^{-\Omega(n)} \right\} \) when \( s > \frac{x}{2n} \).

**Proof:** The expected number of marked agents is \( n \cdot s \), \( E \{ M \} = ns \), since there are \( n \) agents to be marked, and each is marked with independent probability \( s \). Let

\[
\delta = \frac{x - 1}{ns} - 1
\]

and note that

\[
(1 + \delta) ns = \left( 1 + \frac{x - 1}{ns} - 1 \right) ns = x - 1
\]

We use Chernoff bounds to bound the probability that there are more than \( x - 1 \) marks.

\[
\Pr \left\{ M > x - 1 \right\} = \Pr \left\{ M > (1 + \delta) E \{ M \} \right\}
\]
agents. We first describe a bound on $cx$, the number of marks in the first agent is given the opportunity to act. Let $M$ be the ultimate probability that an agent is active, we assume that this converges over some number of trials (without loss of generality, $M$ grows. Thus $s < \frac{x}{ns}$ implies $\Pr\{M < x\} = 1 - e^{-\Omega(n)}$.

Now consider $\delta = 1 - \frac{x}{ns}$ and note that

$$(1 - \delta) ns = (1 - 1 + \frac{x}{ns}) ns = x$$

We use Chernoff bounds to bound the probability that there are fewer than $x$ marks.

$$\Pr\{M < x\} = \Pr\{M < (1 - \delta) E\{M\}\}$$

$$< e^{\delta E\{M\}/2}$$

$$= e^{(1 - \frac{\delta}{2})^2 ns/2}$$

$$= e^{-\frac{\delta^2}{4}(ns - x)^2}$$

If $x < ns$, this converges to 0 exponentially fast as $n$ grows. Thus $s > \frac{x}{en}$ implies $\Pr\{M \geq x\} = 1 - e^{-\Omega(n)}$. □

**Theorem 1** With overwhelming probability, as $n$ grows a complete team will almost surely be formed when $s > \frac{x}{n}$ and will almost surely not be formed when $s < \frac{x}{en}$.

**Proof:** If there are fewer than $x$ marks over all $n$ agents, a complete team of $x$ agents will not be formed, and a complete team can only be formed if there are $x$ or more marks. Noting this, the conclusion follows from Lemma 1. □

To discuss redundancy, we introduce the concept of a redundancy factor, $c$. This factor is defined such that $cx$ is the total number of agents a user wishes to gain some experience over some number of trials (without loss of generality, we assume that $cx = |cx|$). To ensure this, we need that the ultimate probability that an agent is active, $P_i$, is not “too small”. For this, we examine the probability that the $cx^{th}$ agent is given the opportunity to act. Let $M$ now be the random variable representing the number of marks in the first $cx$ agents. We first describe a bound on $s$ that is sufficient to assure a reasonable $P_i$, then we describe a looser bound that is required if we do not want $P_i$ to converge to 0 with team size.

**Lemma 2** In a single trial of the task allocation process, if $s \leq \frac{1}{ce}$, then $P_{cx} = 1 - \Omega(1)$.

**Proof:** The expected number of marks in the first $cx$ agents is $c : x \cdot s$, $E\{M\} = cxs$. Let

$$\delta = \frac{1}{cs} - 1$$

and note that

$$(1 + \delta) cxs = \left(1 + \frac{1}{cs} - 1\right) cxs = x$$

We use Chernoff bounds to bound the probability that there are at least $x$ marks in the first $cx$ agents:

$$\Pr\{M \geq x\} = \Pr\{M > (1 + \delta) E\{M\}\}$$

$$< \left[\frac{e^{\delta}}{(1 + \delta)^{1+\delta}}\right]^{E\{M\}}$$

$$= e^{cxs \cdot (1 + \frac{1}{cs})}$$

So when $s < \frac{1}{ce}$, this approaches 0 exponentially fast with $x$. Thus the $cx^{th}$ agent almost surely is given the opportunity to act and $P_{cx} = s \cdot (1 - e^{-\Omega(1)}) = 1 - \Omega(1)$ for constant $s$.

□

**Lemma 3** In a single trial of the task allocation process, if $s > \frac{1}{ce}$, then $P_{cx} = e^{-\Omega(1)}$.

**Proof:** Again $E\{M\} = cxs$. Now let

$$\delta = 1 - \frac{1}{cs}$$

and note that

$$(1 - \delta) cxs = \left(1 - 1 + \frac{1}{cs}\right) cxs = x$$

We use Chernoff bounds to bound the probability that there are fewer than $x$ marks in the first $cx$ agents:

$$\Pr\{M < x\} = \Pr\{M < (1 - \delta) E\{M\}\}$$

$$< e^{\delta E\{M\}/2}$$

$$= e^{(1 - \frac{\delta}{2})^2 ns/2}$$

$$= e^{-\frac{\delta^2}{4}(ns - x)^2}$$

If $x < ns$, this converges to 0 exponentially fast as $n$ grows. Thus $s > \frac{x}{en}$ implies $\Pr\{M \geq x\} = 1 - e^{-\Omega(n)}$. □

To summarize for a given trial:

- If $s < \frac{x}{en}$, a team will almost certainly fail to be completed;
- If $s > \frac{x}{n}$, a team will almost certainly be completed;
- If $s \leq \frac{1}{ce}$, there is a constant probability that the $cx^{th}$ agent will gain experience;
- If $s > \frac{1}{ce}$, the $cx^{th}$ agent will almost certainly fail to gain experience.

Given this analysis, the safest value for $s$ is one that is greater than $\frac{x}{en}$ in order to ensure a team is made, and it is less than $\frac{1}{ce}$ to ensure a constant $P_{cx}$. However, these two bounds often do not overlap, so this is often not possible. Fortunately, we can be a bit coarser in our advice regarding the upper bound. As long as $\frac{1}{ce} < s$, there is no good reason to set $s < \frac{1}{ce}$ since doing so would only reduce the expected number of agents that gain experience, and thus the redundancy. Moreover, when $P_{cx}$ is constant with respect to $x$, the expected number of agents to gain experience will
Optimizing for Redundancy

In the previous section, we showed how simple bounding techniques can be used to give advice about the range of “reasonable” values for the response probability to achieve the goals of forming a complete team while also ensuring some redundancy. This advice has the advantage of being simple and efficient to compute; however, it provides only indirect advice regarding redundancy since it only considers the probability of the \( cx \)th agent acting in a given trial, rather than the expected number of agents that act over many trials. Our goal here is to tune the scenario to achieve experience goals after \( m \) trials. The first time an agent becomes an actor, that agent is marked as having experience. For our purposes, acting a second time makes no difference. To optimize the experience distribution, we need to first find the probability of gaining experience in \( m \) trials for every agent.

The first step is to describe the probability of the \( i^{th} \) agent becoming a candidate in a single trial, \( C_i \). This probability is 1 for \( i \leq x \) because we need at least \( x \) agents. For the rest, they won’t become candidates if the team has already been completed, which is governed by the cumulative binomial distribution.

\[
C_i = \left\{ \begin{array}{ll} 
\sum_{k=0}^{x-1} \binom{x-1}{k} s^k (1-s)^{i-k} & i > x \\
1 - \sum_{k=0}^{x-1} \binom{x-1}{k} s^k (1-s)^{i-k} & i \leq x
\end{array} \right.
\]

As each candidate becomes an actor with probability \( s \), the probability of the \( i^{th} \) agent becoming an actor follows.

\[
P_i = sC_i
\]

Using \( P_i \), we can use the geometric distribution to compute \( T_i \), the probability of being an experienced agent after \( m \) trials.

\[
T_i = 1 - (1 - P_i)^m
\]

This probability distribution \( T_i \) over \( n \) agents tells about the experience of agents after \( m \) trials. This distribution is obviously affected by the parameters \( x, m, \) and \( s \)— and it is possible to directly optimize \( s \) to achieve desired properties within this distribution. Consider one such target distribution \( Z_i \) given below. This distribution indicates that we are interested in getting \( cx \) trained agents after \( m \) trials.

\[
Z_i = \left\{ \begin{array}{ll} 
1 & i \leq cx \\
0 & i > cx
\end{array} \right.
\]

We assume \( x \) and \( m \) are given to us and that we are free to change only \( s \). Even within these restrictions, we envision two different scenarios—one where we need exactly \( cx \) agents and another where we need at least \( cx \).

In the first scenario, we minimize the mean squared error to the distribution over all the agents including some additional (say \( n \)) virtual agents that are placed after the \( n^{th} \) agent. The virtual agents allow us to specify that we want to minimize the chance of not making a team. We can compute the \( s \) that solves the first scenario targeting exactly \( cx \) agents as follows.

\[
s_1 = \arg\min_s \sum_{i=0}^{2n} (T_i(s) - Z_i)^2
\]

In the second scenario, we minimize mean squared error only over the first \( cx \) agents and virtual agents after \( n \). This implies we are interested in getting at least \( cx \) agents and additionally want to minimize chances of not making a team. The \( s \) that produces the best \( T_i \) distribution can be expressed as follows.

\[
s_2 = \arg\min_s \left( \sum_{i=0}^{cx} (T_i(s) - Z_i)^2 + \sum_{i=n+1}^{2n} (T_i(s) - Z_i)^2 \right)
\]

For conditions \( n = 100, x = 20, c = 2, m = 10 \) and 100 virtual agents, the distributions that result from optimizing for both these strategies are demonstrated in Figure 2. Note the shaded area under the target function \( Z_i \) indicating that we want the first \( cx \) agents to get an experience for sure. The triangle points indicate the \( T_i \) distribution for \( s = 0.5912 \).
optimizing the first scenario while the star points indicate the distribution for \( s = 0.4413 \) optimizing the second scenario. The star distribution is notably to the right as we are not penalizing additional trained agents. The vertical line at 100 separates the real agents on the left and the virtual agents on the right.

![Figure 2: A plot showing the area under the target function as shaded and optimal distributions for two scenarios in triangle and star points. Virtual agents are to the right of the black line.](image)

Empirical comparisons using an agent based simulation yield comparable results. Algorithm 1 shows the pseudocode for our simulation. Using the same parameter settings as above \((x = 20, c = 2, m = 10 \text{ and } n = 200 = 100 \text{ real } + 100 \text{ virtual agents})\), we run the agent based simulation using the \( s \) values above for comparison with the data from Figure 2.

Figures 3 and 4 plot the normalized number of times an agent gains experience at least once for \( s = 0.4413 \) and \( s = 0.5912 \), respectively. Each point shows the average value and standard deviation over 500 simulation runs, where each simulation consists of \( m = 10 \) trials. The \( x \)-axis shows the number of agents \( n \). The \( y \)-axis indicates the normalized value of the number of times an agent gains experience at least once along with the standard deviation. The vertical line indicates the \( c_{x_{th}} \) agent. These plots indicate that our empirical results match closely with the theoretical expectations and suggest that our analytical approach provides an effective guide for achieving specific task allocation and experience goals.

**Conclusions**

In this paper, we examine the effects of response probability on the number of agents in an MAS that gain experience on a task. We assume that agents are ordered, use response thresholds in their decision making process, and that past experience is beneficial to future decision making. Our goal was to show how fairly simple analytical techniques can be used to help provide very specific guidance for how to determine parameter values in the system to achieve certain experience goals.

We used traditional bounding techniques from stochastic processes to show how to set the response probability to ensure that a complete team is likely to be formed in a given trial and a reasonable probability that a specified level of redundancy will be possible. The same method also makes it

**Algorithm 1:** TiSIMULATION\((n, x, s, \text{NumOfSims}, m)\)

1. for \( k = 0 \) to \( \text{NumOfSims} \)
2. create \( n \) agents and initialize their actCount to zero
3. for \( j = 0 \) to \( m \)
4. localCount \( \leftarrow 0 \)
5. for \( i = 0 \) to \( n \)
6. if localCount \( < x \) then
7. randNum \( \in [0.0, 1.0] \)
8. if randNum \( \leq s \) then
9. increment agent \( i \)'s actCount
10. end if
11. end if
12. end for
13. end for
14. {Calculate number of actors (SimActors[]} in this simulation
15. for \( i = 0 \) to \( n \)
16. if agent \( i \)'s actCount \( \geq 1 \) then
17. SimActors\([k][i] \leftarrow 1 \)
18. else
19. SimActors\([k][i] \leftarrow 0 \)
20. end if
21. end for
22. {Reset actCount to zero at the end of this simulation
23. for \( i = 0 \) to \( n \)
24. agent \( i \)'s actCount \( \leftarrow 0 \)
25. end for
26. {Steps to record number of times an agent acts in Nu-
27. for \( k = 0 \) to \( \text{NumOfSims} \)
28. tempSum \( \leftarrow 0 \)
29. for \( k = 0 \) to \( \text{NumOfSims} \)
30. tempSum \( \leftarrow \text{tempSum} + \text{SimActors}[k][i] \)
31. if agent \( i \)'s actCount \( \geq 1 \) then
32. tempSum \( \leftarrow \text{tempSum} + \text{SimActors}[k][i] \)
33. else
34. end if
35. return \( Ti, \text{StdDevActing} \)
Figure 3: The plot shows $T_i$, the normalized number of times an agent gains experience at least once in 500 agent-based simulations, where one simulation consists of $m$ trials. The $x$-axis shows the number of agents $n$. The $y$-axis indicates the normalized value of the number of times an agent gains experience at least once along with the standard deviation. The vertical line indicates the $cx^{th}$ agent. The curve in the plot is similar to the theoretical curve for $s = 0.4413$.

Figure 4: The plot shows $T_i$, the normalized number of times an agent gains experience at least once in 500 agent-based simulations, where one simulation consists of $m$ trials. The $x$-axis shows the number of agents $n$. The $y$-axis indicates the normalized value of the number of times an agent gains experience at least once along with the standard deviation. The vertical line indicates the $cx^{th}$ agent. The curve in the plot is similar to the theoretical curve for $s = 0.5912$.

very clear when it is impossible to achieve both goals. We followed this with a discuss for how to optimize a mathematical model of the task allocation process to achieve specified levels of redundancy over multiple trials.

Future work includes extension to multiple task problems, studies in dynamic environments, and application and testing on a more realistic problem. The work presented here focuses on a single task scenario. More realistically, task allocation problems tend to involve multiple tasks and agents possibly with varying preferences for each task. In addition, real problems often involve task demands and team capabilities that change over time. Extensions to this work will attempt to provide guidance in these more complex environments.
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