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Abstract. We use spectral density measurement techniques to analyze
the best individuals obtained by a location independent Genetic Algo-
rithm (GA) when applied to three problem domains: number matching,
symbolic regression, and dynamical system control. We find that for all
the cases the emergent ordering of genomic symbols resembles white
noise.

1 Introduction

It has been shown using standard spectral density measurement techniques that
individual base positions in DNA sequences exhibit 1/f noise and long-range
fractal correlations [1]. From the evolutionary computation perspective, we can
post the following question: What kind of behavior do genomic symbols present
in successfully evolved individuals? After a brief analysis, it is easy to realize
that for most evolutionary computation representations, which rely on an order-
based encoding of information, this question has a trivial answer: the behavior
exhibit by the evolved symbolic sequences is the one dictated by the chosen
fitness function. For location independent representations this question becomes
more interesting and less obvious. In location independent representations, the
fitness function do not take into account the order of the symbols [2]. Therefore,
the order of genomic symbols is free to evolve along with the candidate solution
they encode. We use spectral density measurement techniques to analyze the best
individuals obtained by a location independent Genetic Algorithm (GA)[3,4,2, 5]
when applied to three problem domains: number matching, symbolic regression,
and dynamical system’s control. We find that for all the problem domains the
emergent, ordering of genomic symbols resembles white noise.

2 Proportional Representation

In order to study the behavior of location independent representation we use a
GA with proportional representation [2] for all the experiments. In this repre-
sentation, encoded information depends solely on what does or does not exist on



an individual and not on the order on which it is present. As a result, the order
of the encoding is free to evolve along with the encoded solution. The propor-
tional representation uses a linear genome with a multicharacter alphabet. One
or more unique characters are assigned to each component of a solution or gene.
The value of the gene is determined by the relative proportions of the characters
assigned to that gene. For full description of the proportional representation and
its applications, we refer the reader to [2,5].

3 Symbolic Sequences Analisis
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Fig. 1. White(A), Pink(B) and Brownian Motion(C) noises and their spectral densities,
S(f).

Autocorrelation and spectral density functions are widely used to analyze
how fluctuations of a quantity, X (¢), are correlated between times ¢ and t +
7. Figure 1 shows examples of typical noises and their characteristic spectral
densities S(f). Voss [1] have shown that this time correlations analysis can be
successfully adapted to the analysis of symbolic sequences such DNA. We use this
same technique to analyze GA genomes using proportional representation. We
analyze the genomes of best of last generation individuals. This individuals are
all optimal or are very close to the optimal solution. Figure 2 shows the spectral
density of the first two symbols of the alphabet (A and B) for three problems:
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Fig. 2. Log-log spectral density plots of best of last generation individuals. From bot-
tom up, symbols A and B for PGA on number matching, on symbolic regression and
on dynamical system’s control problems. The graphics have been off set for clarity.

number matching, symbolic regression, and control of dynamical systems. For
all cases, we find that the emergent ordering of genomic symbols, according to
our symbolic sequence analysis, resembles white noise.
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