COT 3100H Spring 2005 Final Exam

(Note: Each question is worth 10 points. Thus, answer the easier questions first.)

1) Use the laws of logic to prove the following: ((q ( (p) ( ((p ( q) ( r)) ( r ( p, for boolean variables p, q and r.

2) A child has 25 Action-Figure Trading Cards. All cards have three properties: (1) classic or new style, (2) picture or hologram, and (3) action pose or portrait. Here is some known information about her card collection:

1) The number of classic cards she has is 15. 

2) The number of classic cards with an action pose she has is 9.

3) The number of classic cards with a picture she has is 5.

4) The number of cards that are either classic or in an action pose she has is 21.

5) The number of cards with a picture and an action pose she has is 4.

6) The number of classic cards that have either a picture or an action pose is 11.

Given this information, utilize the inclusion-exclusion principle (if you just figure this out using a Venn Diagram, you will not receive full credit.) to determine the number of cards that fit each of the following descriptions:

	Type of Card
	Number of Cards of that type

	a) Classic Picture Action
	

	b) Classic Picture Portrait
	

	c) Classic Hologram Action
	

	d) Classic Hologram Portrait
	

	e) New Picture Action
	

	f) New Picture Portrait
	

	g) New Hologram Action
	

	h) New Hologram Portrait
	


3) International Brains of Machinery is allocating 15 internships amongst students from 6 different schools.  International Brains of Machinery must choose at least one student from each school, except that they must choose at least two students from "University of Computer Freaks" Due to the probationary status of two of the schools, they may not hire any more than three students from both "Free Shoes University" and "University of Felons." In how many different ways can International Brains of Machinery hand out their internships? (Note: Two ways are considered different if a different number of students is taken from any school between the two different ways.)

4) A particular algorithm, when run on an input of size n, has a probability of 1/n of taking cn number of simple steps, for c = 1, 2, 3, ..., n. What is the best case running time of this algorithm? What is the worst case running time of this algorithm? What is the average case running time of this algorithm? Please answer each of these questions with the number of steps the algorithm will execute, in terms of n. (Do NOT use Big-Oh notation at all.)

5) How many positive integer divisors does 97200 have? What is the sum of these divisors?

6) Let f(x) = x2 + 3x + 1, with the domain (-(, -3/2]. Determine f-1(x).

7) Give examples of functions f: A(B, g: B(C, where A, B and C are finite sets that satisfy the following requirements. (Note: Each example MUST specify the sets A, B, and C as well as the functions f and g.)

a) f is surjective, g is injective, and g(f is neither injective nor surjective.

b) f is injective, g is surjective, and g(f is neither injective nor surjective.

c) f is injective, g(f is injective, and g is neither injective nor surjective.

d) g is surjective, g(f is surjective, and f is neither injective nor surjective.

8) Define a function g(n) for all integers n ( 0 by the formula g(n) = 11(5)2n + (7)n+1. Prove by using induction that g(n) is divisible by 18 for all n ( 0.

9) Using the integral technique, prove that 
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. In particular, do so by re-expressing the sum as 
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, and then giving an upper bound of the sum using the integral technique. Please provide a picture and explanation explaining why the sum above is bounded by the definite integral you choose. Also explain where the first two terms expressed above come from.

10) Let A, B and C be arbitrary sets. Prove or disprove: If  (A ( B) ( C, then 

     (C ( ((A ( (B).
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