COP 3530 Fall 2005

Computer Science III 

Final Exam

December 6, 2005

Name: __________________

(Directions: The true/false questions will be graded only on the answer you circle. Thus, please clearly circle your answer. Since credit is deducted for incorrect answers, please leave questions blank if you are unsure of the answer. The score for this section can not go below 0. Thus, if you get more questions wrong than right on this section, your score will simply be 0 for the section. For all other questions,  please justify your answer. No answer, even if it is correct, will be given full credit without the proper justification.)

1) (10 pts) Consider a binary counter of k bits. For k = 3, the counter assumes the following values, starting at 000: 000, 001, 010, 011, 100, 101, 110 and 111. We have to change the counter 7 times, and in doing so, we flip a total of 11 bits. (We flip 1, 2, 1, 3, 1, 2, and 1 bit respectively.) Determine, in terms of k, how many bits get flipped total in the general case. (Hint: One way to solve this question would be to let T(k) equal the number of bits flipped for a k-bit counter and then write out a recurrence relation that T(k) satisfies and solve this recurrence. Another method would be to count how many times 1 bit gets flipped, then how many times 2 bits get flipped, etc.)

2) ( 10 pts) Using Kruskal's algorithm, determine a minimum spanning tree (and its weight) of the graph described by the "weighted" adjacency matrix below:

	
	A
	B
	C
	D
	E
	F
	G
	H

	A
	0
	5
	8
	2
	(
	(
	(
	(

	B
	5
	0
	4
	6
	5
	12
	(
	11

	C
	8
	4
	0
	8
	3
	10
	20
	5

	D
	2
	6
	8
	0
	9
	(
	(
	15

	E
	(
	5
	3
	9
	0
	3
	10
	4

	F
	(
	12
	10
	(
	3
	0
	5
	4

	G
	(
	(
	20
	(
	10
	5
	0
	7

	H
	(
	11
	5
	15
	4
	4
	7
	0


In your answer below, list the order in which each edge is considered, and whether or not it's added to the MST.  Always consider edges that have the same weight in "alphabetical order." Namely, consider edge BF before edge CD. Also, always name edges with the earlier letter first. Thus, don't name an edge FB or DC. List all the edges in the final MST as well as the sum of the weights of those edges. (Note: This adjacency matrix represents and undirected graph. Thus, the edge weight from a vertex X to a vertex Y is the same as the edge weight from vertex Y to vertex X.) Please use the chart below:

	Edge Considered
	Added? (Yes/No)
	Reason Not Added

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


Weight of MST: _________

(Note: You may not use all of the rows provided above.)

3) (8 pts) Determine the edit distance (as defined in class) between the two strings ALGORITHM and LOGARHYTHM. In doing so, fill out the chart below as specified in class. In order to get full credit, the chart has to be properly filled out in addition to getting the final answer to the question correct.

	
	L
	O
	G
	A
	R
	H
	Y
	T
	H
	M

	A
	
	
	
	
	
	
	
	
	
	

	L
	
	
	
	
	
	
	
	
	
	

	G
	
	
	
	
	
	
	
	
	
	

	O
	
	
	
	
	
	
	
	
	
	

	R
	
	
	
	
	
	
	
	
	
	

	I
	
	
	
	
	
	
	
	
	
	

	T
	
	
	
	
	
	
	
	
	
	

	H
	
	
	
	
	
	
	
	
	
	

	M
	
	
	
	
	
	
	
	
	
	


Edit distance = ___________

4) (5 pts) Consider running the first pass of Floyd-Warshall's algorithm on the graph with the adjacency matrix below, where you improve estimates by considering vertex A as an intermediate vertex. Write down each edge estimate that changes, and what it changes to.

	
	A
	B
	C
	D
	E

	A
	0
	8
	2
	∞
	7

	B
	4
	0
	9
	15
	10

	C
	6
	15
	0
	13
	14

	D
	5
	11
	11
	0
	11

	E
	9
	16
	13
	20
	0


Distance that gets improved: from _____  to _____ now has an estimate of ______ .

Distance that gets improved: from _____  to _____ now has an estimate of ______ .

Distance that gets improved: from _____  to _____ now has an estimate of ______ .

Distance that gets improved: from _____  to _____ now has an estimate of ______ .

Distance that gets improved: from _____  to _____ now has an estimate of ______ .

Distance that gets improved: from _____  to _____ now has an estimate of ______ .

Distance that gets improved: from _____  to _____ now has an estimate of ______ .

Distance that gets improved: from _____  to _____ now has an estimate of ______ .

Distance that gets improved: from _____  to _____ now has an estimate of ______ .

Distance that gets improved: from _____  to _____ now has an estimate of ______ .

Distance that gets improved: from _____  to _____ now has an estimate of ______ .

(Note: You may not use all of these slots.)

5) (5 pts) The Knuth-Morris-Pratt algorithm uses a failure function to speed-up the algorithm. Compute this failure function for the pattern "abbababba"

	j
	0
	1
	2
	3
	4
	5
	6
	7
	8

	P[j]
	a
	b
	b
	a
	b
	a
	b
	b
	a

	f(j)
	
	
	
	
	
	
	
	
	


6) (10 pts) Describe an algorithm (not necessarily in polynomial time) that would determine the total number of variable settings that satisfy an instance of a 3-SAT problem. As an example, show how your algorithm would operate on the expression 
[image: image1.wmf](
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7) (10 pts) Given a graph G with a clique of size k, prove that any vertex cover of G must be k or larger. Give an example of a graph whose largest clique is strictly smaller than its smallest vertex cover.

8) Consider the following flow network described below with the source vertex A and the sink vertex F:

	
	A
	B
	C
	D
	E
	F

	A
	x
	10
	20
	x
	15
	x

	B
	x
	x
	x
	4
	6
	8

	C
	x
	x
	x
	x
	14
	x

	D
	x
	x
	10
	x
	9
	20

	E
	x
	x
	x
	x
	x
	20

	F
	x
	x
	x
	x
	x
	x


a) (3 pts) Draw the network.

b) (7 pts) Determine the flow of the network using the Ford-Fulkerson Algorithm. For each step, list the augmenting path used. Finally, draw the final network, illustrating the flows through each edge when the maximal flow is achieved. Also, give the partition for the minimum cut of the network, which should equal the maximum flow found.

	Augmenting Path Used
	Flow Added
	Current Total Flow

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


Draw the network here:

Minimum cut: { __ , __ , __ , __ , __ } and { __ , __ , __ , __ , __ }

(Note: Not all of the slots above may be filled in.)

9) a) (3 pts) Given two polynomials 
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, what is the run-time  of determining f(x)*g(x) in the standard manner in terms of n, assuming that each scalar addition, subtraction, multiplication and division take constant time? (Also assume that all ak's and bk's are real-valued constants.)

b) (10 pts) Make an improvement (with respect to asymptotic run-time) to the standard algorithm using divide and conquer. Describe this algorithm. What is its run time in terms of n?

10) (8 pts) Using the backtracking technique shown in the text, find one solution for the Four Queens Problem on a 4x4 chess board. In order to receive full credit for this question, you must list each configuration you try and when you backtrack. Start with trying the first queen on row 1, column 1. Then attempt to place a queen in column 2 in one of the remaining valid rows, etc. Each time there is a success, move onto the next column. To enumerate a configuration that you are trying, list a permutation of the numbers 1, 2, 3, 4. (For example the configuration (3,4,1,2) stands for having a queen in row 3 column 1, another in row 4 column 2, a third in row 1 column 3 and the last in row 2 column 4.) To signify that a slot is empty in a configuration, list an X in that slot. Thus, the first configuration attempted is (1, X, X, X) followed by (1, 2, X, X) which is a dead end. 

11) (10 pts) True/False (+1 for a correct answer, 0 for a question left blank, -1 for an incorrect answer. The score for this question will be capped at 0. For example, both getting 5 questions right and 5 questions wrong and getting 8 questions wrong and none correct will result in a score of 0/10 for this section.) Clearly circle your answer for each question

a) 3n3 = O(n5)





True

False

b) Using a binary search on an unsorted array
True

False

     may yield an incorrect answer.

c) log (n100) = O(log n)



True

False

d) Determining if a number is prime is an

True

False

     NP-Complete problem.

e) VERTEX COVER is an NP-Complete problem
True

False

f) The greedy change algorithm will work if the
True

False

    possible denominations of coins are

    1 cent, 2 cents, 6 cents and 12 cents.

g) Strassen's Matrix Multiplication Algorithm
True

False

    involves exactly 6 recursive matrix 

    multiplications.

h) The Bellman-Ford Algorithm is a greedy one.
True

False

i) There is a polynomial time reduction from the

    3-SAT problem to the VERTEX COVER

    problem.

j) Cycle detection in Kruskal's algorithm can be
True

False

    implemented using a disjoint set.

12) (1 pt) What initials stand for both dynamic programming and double play? ________

Scratch Page - Please clearly label any work on this page you would like graded.
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