Class notes for Design and Analysis of Algorithms 


Sept 02, 2003

Independent Events:

P(A|B) = P(A), P(A∩B) = P(A). P(B)


-----


A

From Conditional Probability Definition we have:

P (A|B) =  [P(A∩B)] / P(B)




-----


B

P(A|B) = [P(A). P(B)] / P(B)




-----

From A and B

P(A|B) = P(A)

Consider the example given below:

The probability that it will rain is 0.4 and that it would not rain is 0.6. The probability that we will have burger given that it will rain is 0.3 and that we will not have burger given that it will not rain is 0.7. The probability that we will have burger given that it will not rain is 0.3 and that we will not have burger given that it will not rain is 0.7.  
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Note that the probability of both having burger and not having burger are the same for when it rains and does not rain. Thus whether it rains or does not rain does not affect the probability of having burgers and not having burgers. Thus having burger and not having burger is independent of whether it rains or it does not rain.

Example problem:

The probability that you have disease is 0.002. Now if you have the disease the test is correct is 95% of the time and if you do not have the disease the test is correct 98% of the time. Given the test says that you have the disease what is the actual probability that  you do.





0.95 T

0.002 D

0.05 F















0.02 T

0.998 ND




0.98 F

Therefore:

P(D|T) = [(0.002) (0.95)] /  [ [ (0.002)(0.95) ]  + [(0.998)(0.02) ] ]


=  [0.0019 ] / [(0.0019) + (0.01996)]


=  [0.0019] / [0.02186]


=  0.0867


= 8.67%

Bayes' Law:

Formulae:

P(A|B) = P(A∩B)/ P(B) , P(A∩B) = P(B).P(A|B)

P(B|A) = P(A∩B)/ P(A) , P(A∩B) = P(A).P(B|A)

P(B). P(A|B) = P(A).P(B|A)

P(A|B) = [ P(A) P(B|A) ] / P(B)

Expectation: (Discrete Random Variables)

Consider a dice with the following information:

X = Output 1 with the probability of 1/2

X = Output 2 with the probability of 1/3 

X = Output 3 with the probability of 1/6

Hence, E(X) = ∑ x.P(x)


          x є X


E(X) = 1.(1/2) + 2.(1/3) + 3(1/6) = 1 + 2/3 = 5/3

Example problem:

Start flipping a fair coin recording the outcomes, you stop when you get your first Head(H). What is the expected number of coin tosses?

	No of Tosses
	Probability
	Outcome

	1
	1/2
	H

	2
	1/4
	TH

	3
	1/8
	TTH

	k 
	1/2k
	TT...TH


If we sum all the probabilities together, we are summing an infinite geometric series with the first term 1/2 and a common ratio of 1/2. This sum is (1/2)/(1-1/2) = 1, as expected. (If our probabilities didn't sum to 1, then our distribution would be incorrect.)

E(# of tosses) = 
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S/2 = S – S/2  =  
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Since 
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, S/2 = 1

So, S = 2

Now, let's take a look at the generalized version of this problem, where the probability of success on a single trial is p, instead of .5:

Single trial probability of success=
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<1), what is the expected # of trials to run to get one success?

Let x = # trials until (and including) first success

	X
	P(X=x)

	1
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Binomial Probability Distribution 

If we run n trials, where the probability of success for each single trial is p, what is the probability of exactly k successes?
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k slots where prob. success is 
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, n-k slots where prob. failure is  
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The rationale behind this formula is very similar to the derivation for finding the number of ways to choose k items out of a set of n.
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Linearity of Expectation

E(x+y) = E(x) + E(y)

Proof:


[image: image30.wmf]å

å

Î

Î

Ç

+

=

+

X

x

Y

y

Y

x

P

y

x

y

x

E

)

(

)

(

)

(



[image: image31.wmf]å

å

å

å

Î

Î

Î

Î

Ç

+

Ç

=

+

X

x

Y

y

X

x

Y

y

Y

x

yP

Y

x

xP

y

x

E

)

(

)

(

)

(



[image: image32.wmf]å

å

å

å

Î

Î

Î

Î

Ç

+

Ç

=

+

Y

y

X

x

X

x

Y

y

Y

x

yP

Y

x

P

x

y

x

E

)

(

)

(

)

(



[image: image33.wmf]å

å

å

å

Î

Î

Î

Î

Ç

+

Ç

=

+

Y

y

X

x

X

x

Y

y

y

P

y

P

B

A

P

y

x

P

x

P

B

A

P

x

y

x

E

)

(

)

(

)

(

)

(

)

(

)

(

)

(



[image: image34.wmf]å

å

å

å

Î

Î

Î

Î

Ç

+

Ç

=

+

Y

y

X

x

X

x

Y

y

y

P

B

A

P

y

yP

x

P

B

A

P

x

xP

y

x

E

)

(

)

(

)

(

)

(

)

(

)

(

)

(



[image: image35.wmf]å

å

å

å

Î

Î

Î

Î

+

=

+

Y

y

X

x

X

x

Y

y

Y

X

P

y

yP

X

Y

P

x

xP

y

x

E

)

|

(

)

(

)

|

(

)

(

)

(



[image: image36.wmf]å

å

Î

Î

+

=

+

Y

y

X

x

y

yP

x

xP

y

x

E

)

(

)

(

)

(


E(x+y) = E(x) + E(y)

R – P (Rain)





NR – P (No Rain)





B – P (Burger)





NB – P(No Burger)





D – P(Disease)





ND – P(No Disease)





T – P(Test says that you have disease)





F – P(Test says that you do not have disease)
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