COT 4210 Final Exam Information

Date: 4/27/05, Wednesday

Time: 1-4pm

Room: ENG2-203

Permitted Test Aids: 6 sheets of notes on 8.5"x11" paper; both sides on each page

Outline of Exam Material

Book Reading: Chapters 1-4, Sections 5.1, 5.3, Chapter 7

Sections from Sudkamp: 4.3-4.6, 5.5-5.6, 6.7

I. Regular Languages


A. DFAs


B. NFAs


C. REs


D. DFA Minimization Algorithm


E. Pumping Lemma for Regular Languages

II. Context-Free Languages


A. Context-Free Grammars


B. Parsing


C. Greibach Normal Form 


D. PDAs


E. Pumping Lemma for Context-Free Languages

III. Church-Turing Thesis


A. Turing Machines


B. Turing Machine Variants


C. Definition of Algorithms

IV. Decidability


A. Decidable Languages


B. The Halting Problem

V. Reducibility


A. Undecidable Problems


B. Mapping Reducibility

VI. Time Complexity


A. Measuring Complexity


B. The Class P


C. The Class NP


D. NP-Completeness


E. Additional NP-Complete Problems

I. Regular Languages


A. DFAs



Formal Definition, How to design (conceptual idea of states), 



acceptance


B. NFAs



Formal Definition, acceptance, NFA to DFA, closure under regular 



operations


C. REs



Definition, RE to NFA, DFA to RE through GNFA


D. DFA Minimization Algorithm



Pay attention to DIST(i,j) and recursive call, and S array.


E. Pumping Lemma for Regular Languages



A necessary condition for all regular languages, but some non



regular languages satisfy it as well!!! Thus, you can only use it



to prove a language is not regular.

II. Context-Free Languages


A. Context-Free Grammars



Formal Definition, Parse Trees, Ambiguity, Leftmost derivation, 



Chomsky Normal Form


B. Parsing



Breadth-First Top-Down, Depth-First Top-Down, Bottom-Up



Parsing, Depth-First Bottom-Up


C. Greibach Normal Form 



Chomsky + Removal of Direct Left Recursion, adding new rules, in



order of the variables, so that ultimately the first char in each rule can



be a terminal!


D. PDAs



Formal Definition, Use of non-determinism, Grammar to PDA, PDA 



to Grammar, 


E. Pumping Lemma for Context-Free Languages



Same idea as previous pumping lemma! Lots of cases to consider!

III. Church-Turing Thesis


A. Turing Machines



Formal Definition, Decidable vs. Recognizable


B. Turing Machine Variants



Multitape, Nondeterministic, Enumerators (ie. Recursively 



Enumerable = Turing Recognizable)


C. Definition of Algorithms



Church-Turing Thesis, Polynomial Problem

IV. Decidability


A. Decidable Languages



A-DFA, A-NFA, A-REX, E-DFA, EQ-DFA, symmetric difference, 



A-CFG, E-CFG


B. The Halting Problem



Diagonalization, Countability, Halting Problem Proff

V. Reducibility


A. Undecidable Problems



A-TM, HALT-TM, E-TM, REGULAR-TM, EQ-TM, A-LBA(no), 



ALL-CFG 


B. Mapping Reducibility



Definition, computable function, if A map reduce to B, B is decidable,



then A is too. Way to prove A is undecidable through contradiction

VI. Time Complexity


A. Measuring Complexity



Big-Oh, Small-Oh, asymptotic upper bound, Time difference between



single and multitape machines, time difference between single and



ND machines 


B. The Class P



PATH, RELPRIME


C. The Class NP



HAMPATH, COMPOSITES, idea of a verifier, k-clique, subset sum,



P vs. NP question 


D. NP-Completeness



Cook-Levin Theorem, polynomial time mapping reducibility, 



3SAT to CLIQUE, Def on NP-Complete


E. Additional NP-Complete Problems



3SAT to VC, 3SAT to HAMPATH, 3SAT to SUBSET SUM, 



SS to PARTITION and vice versa

