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Abstract —A “botnet” consists of a network of compromised computers controlled by an attacker (“botmaster”). Recently botnets have
become the root cause of many Internet attacks. To be well prepared for future attacks, it is not enough to study how to detect and
defend against the botnets that have appeared in the past. More importantly, we should study advanced botnet designs that could be
developed by botmasters in the near future. In this paper, we present the design of an advanced hybrid peer-to-peer botnet. Compared
with current botnets, the proposed botnet is harder to be shut down, monitored, and hijacked. It provides robust network connectivity,
individualized encryption and control traffic dispersion, limited botnet exposure by each bot, and easy monitoring and recovery by its
botmaster. In the end, we suggest and analyze several possible defenses against this advanced botnet.
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1 INTRODUCTION designs that could be developed by attackers in the near future.

In the last several years, Internet malware attacks have evoly&erwise, we will remain susceptible to the next generation
into better organized and more profit-centered endeavo?é INternet malware attacks.
Email spam, extortion through denial-of-service attacks [1], FTom @ botmaster's perspective, the C&C servers are the
and click fraud [2] represent a few examples of this emergiﬁlﬁndamental wgak points in current botnet archltectures. I_:lrst,
trend. “Botnets” are a root cause of these problems [3], [4], [5}. botmaster will lose control of her botnet once the limited
A “botnet” consists of a network of compromised computefdumber of C&C servers are shut down by defenders. Second,
(“bots”) connected to the Internet that is controlled by gefenders could easily obtain the |_dent|t|(_as (e.g.,_IP addresses)
remote attacker (“botmaster”) [5], [6]. Since a botmaster coufyf @ll C&C servers based on their service traffic to a large
scatter attack tasks over hundreds or even tens of thousaf1oer of bots [7], or simply from one single captured bot
of computers distributed across the Internet, the enormdydrich contains the list of C&C servers). Th_'rd= an entire
cumulative bandwidth and large number of attack sourcBgtNet may be exposed once a C&C server in the botnet is
make botnet-based attacks extremely dangerous and hardfiiacked or captured by defenders [4]. As network security
defend against. practitioners put more resources _and effort into defending
Compared to other Internet malware, the unique feature ofgainst botnet attacks, hackers will develop and deploy the
botnet lies in its control communication network. Most botnefa€Xt generation of botnets with a different control architecture.

that have appeared until now have had a common centralized
architecture. That is, bots in the botnet connect directly 01 Current P2P Botnets and Their Weaknesses
some special hosts (calleddmmand-and-contrbkervers, or

“C&C” servers). These C&C servers receive commands fm%onsidering the above weaknesses inherent to the centralized

their botmaster and forward them to the other bots in t chitecture of current C&C botnets, it is a natural strategy for
network. From now on we will call a botnet with such a contrg otmasters to design a peer-to-peer (P2P) control mechanism
communication architecture a “C&C botnet”. Fig. 1 shows thi to their botnets. In the last several years, botnets such as

basic control communication architecture for a typical C& lapper (8], Si_nit [9l, I?hatbot [10] and Nuga(_:he [11] have
botnet (in reality, a C&C botnet usually has more than tV\)(Bnplemented different kinds of P2P control architectures. They
X ve shown several advanced designs. For example, some of

C&C servers). Arrows represent the directions of netwoPIﬁa . . .
connections. them have removed the “bootstrap” process used in common

As botnet-based attacks become popular and dangerc?u%P prqtoc.oPs Sinit uses public key cryptography for update
security researchers have studied how to detect, monitor, %hentlcapon [9]. Nugache attempts to thwart detection by
defend against them [1], [3], [4], [5], [6], [7]. Most of the|mplement|ng an (_encrypte_d/opsfucatgd control channel [11]_.
current research has focused upon the C&C botnets that havglevertheless, simply migrating available P2P pro tocols will
appeared in the past, especially Internet Relay Chat (IR t generate a sound botnet, and the P2P designs used by

based botnets. It is necessary to conduct such researcl? -Meral botnets in the past are not mature and _hgve many
order to deal with the threat we are facing today. Howevé/yeaknesses. To remove bootstrap procedure, a Sinit bot uses

it is equally important to conduct research on advanced botrﬁ?dom proplng to find othe.r'Slnlt bots to communicate with.
is results in poor connectivity for the constructed botnet and
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botmaster

Fig. 1. Command and control architecture of a C&C Fig. 2. Command and control architecture of the pro-
botnet posed hybrid P2P botnet

easy detection due to the extensive probing traffic [9]. PhatbotBy considering all the challenges listed above, in this paper,

utilizes Gnutella cache servers for its bootstrap process. Thie present our research on the possible design of an advanced

botnet can be easily shut down if security community set uyybrid P2P botnet. The proposed hybrid P2P botnet has the

filter on those Gnutella cache servers, or block any traffiollowing features:

to and from those cache servers. In addition, its underlying

WASTE peer-to-peer protocol is not scalable across a large

network [10]. Nugache’'s weakness lies in its reliance on )

a seed list of 22 IP addresses during its bootstrap process 1he botnet requires no bootstrap procedure.

[11]. Slapper fails to implement encryption and command The botnet communicates via the peer list contained in

authentication enabling it to be easily hijacked by others. €ach bot. However, unlike Slapper [8], each bot has a

In addition, its list of known bots contains all (or almost fixed and limited size peer list and does not reveal its

all) members of the botnet. Thus, one single captured bot P€er list to other bots. In this way, when a bot is captured

would expose the entire botnet to defenders [8]. Furthermore, by defenders, only the limited number of bots in its peer

its complicated communication mechanism generates a large list are exposed.

amount of traffic, rendering it susceptible to monitoring via ® A botmaster could easily monitor the entire botnet by

network flow analysis. issuing areport command. This command instructs all
Some other available distributed systems include (Or partial) bots to report to a compromised machine

“censorship-resistant” system and “anonymous” P2P system. (Which is called asensor hogtthat is controlled by the

However, their design goal is different from a botnet. For ~ Potmaster. The IP address of the sensor host, which is

example, these distributed systems try to hide the source node SPecified in the report command, will change every time

of a message within a crowd of nodes. However, they do not @ réport command is issued to prevent defenders from

bother to hide the identities of this crowd. On the other hand, C€apturing or blocking the sensor host beforehand.

a botnet needs to try its best to hide IP addresses of all bots After collecting information about the botnet through
in it. the above report command, a botmaster, if she thinks

necessary, could issue apdatecommand to actively let

. all bots contact a sensor host to update their peer lists.
1.2 Proposed Hybrid P2P Botnet This effectively updates the botnet topology such that it
Considering the problems encountered by C&C botnets and has a balanced and robust connectivity, and/or reconnects
previous P2P botnets, the design of an advanced botnet, from a broken botnet.
our understanding, should consider the following practical « Only bots with static global IP addresses that are ac-
challenges faced by botmasters: (1). How to generate a robust cessible from the Internet are candidates for being in
botnet capable of maintaining control of its remaining bots peer lists (they are calleservent botsaaccording to P2P
even after a substantial portion of the botnet population has terminologies [12] since they behave with both client and
been removed by defenders? (2). How to prevent significant server features). This design ensures that the peer list in
exposure of the network topology when some bots are captured each bot has a long lifetime.
by defenders? (3). How to easily monitor and obtain the « Each servent bot listens on a self-determined service port
complete information of a botnet by its botmaster? (4). How for incoming connections from other bots and uses a
to prevent (or make it harder for) defenders from detecting self-generated symmetric encryption key for incoming
bots via their communication traffic patterns? In addition, traffic. This individualized encryption and individualized
the design should also consider many network related issues service port design makes it very hard for the botnet to
such as dynamic or private IP addresses and the diurnal be detected through network flow analysis of the botnet
online/offline property of bots [4]. communication traffic.



1.3 Paper Organization botnet does not have substantive reinfections during its build-

The rest of the paper is organized as follows. Section U, Which is the case for most botnets in reality.
introduces related studies. Section 3 introduces the control

communication architecture of the proposed botnet. Sectign ProposSeED HYBRID P2P BOTNET ARCHI-
4 discusses the designs to ensure authentication, security, s&%TURE

traffic dispersion of command communication. In Section 5,

we present how a botmaster is able to monitor her botndfl Two Classes of Bots

reliably and easily. We present how to construct the proposgfle hots in the proposed P2P botnet are classified into two
botnet in Section 6 and study its robustness against defensgdups. The first group contains bots that have static, non-
Section 7. In Section 8, we present possible defenses agafiifjate IP addresses and are accessible from the global Inter-
the botnet, and provide simulation studies and performanggt. Bots in the first group are callegtrvent botsince they
analytical models of several defense themes. We give a f@whave as both clients and serdef&ne second group contains
discussions in Section 9 and finally conclude the paper fRe remaining bots, including: (1). Bots with dynamically

Section 10. allocated IP addresses; (2). Bots with private IP addresses;
(3). Bots behind firewalls such that they cannot be connected
2 RELATED WORK from the global Internet. The second group of bots are called

Botnets are an active research topic in recent years. In ZOB%ent botssince they will not accept incoming connections.

Puri [13] presented an overview of bots and botnets, ang b SOLT % B8 (TR L PR L et the
McCarty [14] discussed how to use a honeynet to monit 9 ’ y

botnets. Arce and Levy presented a good analysis of how t%eervent bots in their peer lists to retrieve commands. Because

Slapper worm built its P2P botnet. Barford and Yegneswar ﬁrvent bots normally do not change their IP addresses, this

[15] gave a detailed and systematic dissection of many we esign increases the network stability of a botnet. This bot
known botnets that have appeared in the past classification will become more important in the future as a

larger proportion of computers will sit behind firewall, or use

. . . .lar
Current research on botnets is mainly focused on momton@_' .
. . DHCP or private IP addresses due to shortage of IP space.
. 1 17 h . -
and detection. [3], [6], [16], [17] presented compre eNSIVE A bot could easily determine the type of IP address used

studies on using honeypots to join botnets in order to monitor its host hi E | Wind hi
botnet activities in the Internet. With the help from Dynami ybl f Osld mac tlhne. or exadmg e,f.on/a” n ?W; rtnaﬁ Ine,
DNS service providers, [4] presented a botnet monitori ot could run the commandptontig 7att . Not a

system by redirecting the DNS mapping of a C&C server ots with static global IP addresses are qualified to be servent
a botnet monitor. Ramachandran et al. [5] presented how 8ts—some of them may stay behind firewall, inaccessible

passivelydetect botnets by finding botmasters’ queries to spa{ m tk;e gl;)t;al Intel;nttat. tA (;)ottmagter cour:dbrtily Ic:)n the COl'l
DNS-based blackhole list servers (DNSBL). aboration between bots to determine such bots. For example,

Since most botnets nowadays use Internet Relay Chat (IR‘%: ot runs its SErver program and re_quests_the servent bots in
for their C&C servers, many people have studied how to detdct PEEr “St. to Initiate connections to its service port. If the bot
them by detecting their IRC channels or traffic. Binkley an%c;uId receive su_ch test cpnnecuons, '.t labels itself as a servent
Singh [7] attempted to detect them through abnormal IR t. Otherwise, it labels itself as a client bot.
channels. Strayer [18] used machine-learning techniques to
detect botnet IRC-based control traffic and tested the syst@@ Botnet Command and Control Architecture
on trace-driven network data. Chen [19] presented a syste
detect botnet IRC traffic on high-speed network routers.

Nevertheless, few people have studied how botmast

nHB 2 illustrates the command and control architecture of the
roposed botnet. The illustrative botnet shown in this figure

S . . &s 5 servent bots and 3 client bots. The peer list size is 2
might improve their attack techniques. [8], [9], [10], [11], [15 i.e. each bot’s peer list contains the IP addresses of 2 servent

only introduced the attack techniques already implementeddgts). An arrow from bot A to bot B represents bot A initiating

several botnets appearing in the past. Zou and Cunninghg onnection to bot B. This figure shows that a big cloud
[20] studied how botmasters might improve their botnets % servent bots interconnect with each other—they form the
avoid being monitored by a honeypot. Our research presen kbone of the control communication network of a botnet.

n tohls Paper br]e!ongs (';0 t:nz c?ttehgory. i dind A botmaster injects her commands through any bot(s) in the
.thutrhresearlfdls COE u\(/: et at Ie szalmel Imzelarlch n eg}endoe&het. Both client and servent bots periodically connect to the
w e work done by Vogt et al. [21]. In [21], the au OrSEervent bots in their peer lists in order to retrieve commands

presented a “super-botnet’, which is a super-size botnet Xued by their botmaster. When a bot receives a new command

inter.-connecting many small bptnets togetr_\er in a PEer-t0-PegL: it has never seen before (e.g., each command has a unique
fashlon. However, [.21] largely ignored two 'mpo rtant practicg ), it immediately forwards the command to all servent bots
issues, both of which have been addressed in our work: (; ‘its peer list. In addition, if itself is a servent bot, it will also

The majority of compromised computers cannot be used - -

. ) L . ard the command to any bots connecting to it.
C&C servers since they are either behind firewall, behind NAT, Y g
or have dynamic IP addresses; (2). The robust botnet topology |, 4 traditional peer-to-peer file sharing system, all hosts behave both as
cannot be set up solely through reinfection mechanism, ifctients and servers and are called “servents” [22].



This description of command communication means thathere(IP;,, K;,) are the IP address and symmetric key used
in terms of command forwarding, the proposed botnet has by servent bot;. With such a peer list design, each servent
undirected graph topology. A botmaster’s command could passt uses its own symmetric key for incoming connections from
via the links shown in Fig. 2 in both directions. If the size ofiny other bot. This is applicable because if bot B connects to
the botnet peer list is denoted By, then this design makesa servent bot A, bot B must hav@P 4, K4) in its peer list.
sure that each bot has at ledgtvenues to receive commands. This individualizedencryption guarantees that if defenders
capture one bot, they only obtain keys used\yservent bots
in the captured bot’s peer list. Thus the encryption among the

3.3 Relationship Between Traditional C&C Botnets - ; ;
remaining botnet will not be compromised.

and the Proposed Botnet

Compared to a C&C botnet (see Fig. 1), it is easy to see that
the proposed hybrid P2P botnet shown in Fig. 2 is actual'ﬁ/3
an extension of a C&C botnet. The hybrid P2P botnet he peer-list based architecture also enables the proposed
equivalent to a C&C botnet where servent bots take the rddetnet to disperse its communication traffic in terms of service
of C&C servers: the number of C&C servers (servent botgprt. Since a servent bot needs to accept connections from
is greatly enlarged, and they interconnect with each othether bots, it must run a server process listening on a service
Indeed, the large number of servent bots is the primary reagaort. The service port number on servent botenoted by
why the proposed hybrid P2P botnet is very hard to be shif, could be picked by the bot, either randomly or selectively.
down. We will explain these properties in detail later in Sectiodonsidering this, a peer list needs to contain the service port
6 and Section 7. information as well. For example, the peer list on bot A is:

LA:{(IPi17Ki17 il)v"‘ 7(|PinKiMa]DiM)} (2)

4 BOTNET COMMAND AND CONTROL _ _
X\ch the new peer list. 4 shown above, bot A can connect to

The essential component of a botnet is its command a o . : .
N any servent bot in its peer list using the correct service port
control communication. Compared to a C&C botnet, the pro-. e
. Without any difficulty.
posed botnet has a more robust and complex communication., . .~ > . : . . )
. . : . his individualized service port design has two benefits for
architecture. The major design challenge is to generate a botx%atmasters
that is difficult to be shut down, or monitored by defenders or '

other attackers.

Individualized Service Port

« Dispersed network traffic: Since service port is a critical
parameter in classifying network traffic, this individual-
o ized port design makes it extremely hard for defenders to
4.1 Command Authentication detect a botnet based on monitored network traffic. When
Compared with a C&C botnet, because bots in the proposed combined with the individualized encryption design, a
botnet do not receive commands from predefined places, P2P botnet has a strong resistance against most (if not
it is especially important to implement a strong command all) network traffic flow based detection systems, such as
authentication. A standard public-key authentication would be the ones introduced in [18], [19].
sufficient. A botmaster generates a pair of public/private keys, Secret backdoor: The individualized port design also
(K*,K~), and hard codes the public key ™ into the bot ensures that servent bots in a P2P botnet keep their
program before releasing and building the botnet. There is no backdoors “secret”. Otherwise, defenders could scan the
need for key distribution because the public key is hard-coded specific port used by a botnet to detect potential servent
in bot program. Later, the command messages sent from the bots, or monitor network traffic targeting this service port
botmaster could be digitally signed by the private K€y to to facilitate their botnet detection.
ensure their authentication and integrity. As we mentioned above, the service port number can
This public-key based authentication could also be readiy¢ chosen either randomly or selectively by each bot. A
deployed by current C&C botnets. So botnet hijacking is n@andomly-generated service port may not be good for botnets

a major issue. since network traffic going to a rarely used port is abnormal.
Thus a more realistic approach is that each servent bot
4.2 Individualized Encryption Key selectively picks its service port by choosing one standard

g§ryption port, such as port 22 (SSH), 443 (HTTPS), 993

to prevent being eavesdropped by defenders or other attack MAPS)' to facilitate the encrypted botnet _commun|cat|on
The peer-list based architecture of the proposed P2P botfigfiic and also masquerade as normal traffic. Furthermore,
makes it easy to implement a strong encryption. a_so_phlstlcated botmaster could even program bot code _to

In the proposed botnet, each servent bedindomly gener- mimic t.he protc_)col used on a standard service port. This is
ates its symmetric encryption kelf;. Suppose the peer list NOt difficult as |t“has alrt,e'ady been implemented in the open
on bot A is denoted by 4. It will not only contain the IP source program “honeyd” [23].

addresses af/ servent bots, but also the symmetric keys used The individualized service _port makes a botnet communi-
by these servent bots. Thus, the peer list on bot A is: cation harder to detect, but it does not mean that a servent

bot cannot be detected based on its botnet traffic. If a local
Ly ={(P;,,K;,),(IP;,, K;,),---(IP;,,, K;,,)} (1) network's firewall or its security administrator keeps track

A botmaster may also wish to encrypt her command messa



of what services are provided by each local machine, a bot-If a botmaster simply wants to know the current size of a
infected computer that does not host any standard encryptlostnet, a probabilistic report would be preferred: each bot uses
service can be easily detected. In addition, if the netwoegksmall probabilityp specified in a report command to decide
firewall or the security administrator tracks the client poavhether to report. Then the botnet has roughlyp bots if
profile for each service, even if a local machine does haat bots report. Such a probabilistic report could minimize the
some encryption services, the bot on this machine can still teditale traffic to the report sensor.
detected when the client pool significantly deviates from its Each bot could use the public kéy™ (hard-coded in the bot
normal profile. program) to ensure the confidentiality of its report data—only
the botmaster can read the report by using the corresponding

5 BOTNET MONITORING BY ITS BOTMASTER private key K. In addition, a botmaster could use several

Another major challenge in botnet design is making sure th Qmprom|sed machines as stepping stones yvhen retnevm_g
ta from sensors. These are standard practices so we will

a botnet is difficult to monitor by defenders, but at the sa X

time, easily monitored by its botmaster. With detailed botn8Ft explain more.

information, a botmaster could (1). Conduct attacks more

effectively according to the bot population, distribution, on/ofs.2 Additional Monitoring Information

status, IP address types, etc; (2). Keep tighter control ovgr potmaster not only wants to know a botnet size and

the botnet when facing various counterattacks from defendq{§po|ogy she may also want to know other information in
In this section, we present a simple but effective way fQ§yqer to conduct efficient attacks.

botmasters to monitor their botnets whenever they want, and
at the same time, resist being monitored by others. 5.2.1 IP address type

o ) ) Internet computers are identified by their IP addresses. But
5.1 Monitoring Via a Dynamically Changeable Sen- the widely-deployed “Dynamic Host Configuration Protocol”
sor (DHCP) and “Network Address Translation” (NAT) have made
To monitor the proposed hybrid P2P botnet, a botmaster issuRsbased identification difficult and error-prone. A botmaster
a special command, calledraport command, to the botnet may implement an ID-based identification (such as [24]) to
thereby instructing every bot to send its information to @ack bots in a botnet: when compromising a computer, the
specified machine that is compromised and controlled by thet program on the computer randomly generates its unique
botmaster. This data collection machine is calleseasor ID. When bots send their report to a sensor host, they report
The IP address (or domain name) of the centralized sengiogir IDs as well.
host is specified in the report command. Every round of This ID-based identification facilitates the measurement of
report command issued by a botmaster could potentially utilisAT encountered by a botnet. Based on a round of report sent
a different sensor host. This would prevent defenders froffom bots, a botmaster is able to know whether several bots
knowing the identity of the sensor host before seeing the actg@é behind a single NAT — these bots have different IDs but
report command. After a report command has been sent outdand reports from a single source IP address.
a botmaster, it is possible that defenders could quickly knowThis ID-based identification eliminates the measurement
the identity of the sensor host (e.g., through honeypot joininguble caused by DHCP addresses. A more useful measure-
the botnet [3], [6]), and then either shut it down or monitofment is to know how frequently DHCP-based bots in a botnet
the sensor host. To deal with this threat, a botmaster m@lyange their IP addresses. For this purpose, each bot with
implement any of the following procedures: DHCP address keeps recording when its IP address changes,
« Use a popular Internet service, such as HTTP or Emadind then report this information to its botmaster’s sensor host.
for report to a sensor. The sensor is chosen such thafThis information is particularly useful for botmasters in
it normally provides such a service to avoid exhibitingending email spam. As pointed out by [25], 80% of current
abnormal network traffic. spam is listed in some DNS blacklists (DNSBLs), which are
« Use several sensor machines instead of a single sensosed “to track IP addresses that originate spam, so that future
o Select sensor hosts that are harder to be shut downeonails sent from these IP addresses can be rejected.” [5] This
monitored, for example, compromised machines in othareans that if a botnet sends out spam, many bots in the
countries with minimum Internet security and Internabotnet will lose their capability to send out spam again. To

tional collaboration. counterattack this defense, a botmaster may only use DHCP
« Manually verify the selected sensor machines are nbbts, which change their IP addresses, for example, at least

honeypots (see further discussion in Section 9). once per day, to send out email spam. In this way, defenders
o Wipe out the hard drive on a sensor host immediateheed to blacklist a much larger number of IPs to effectively

after retrieving the report data. block spam, and it becomes much harder for defenders to
« Specify expiration time in report command to prevent angetermine a good timeout value for blocked IPs.

bot exposing itself after that time. Because a botmaster knows how many bots satisfy this

« Issue another command to the botnet to cancel the presggquirement based on botnet report, the botmaster can strike a
ous report command once the botmaster knows that theod tradeoff between sending out enough spam and avoiding
sensor host has been captured by defenders. being blocked by DNSBLSs.



The ID-based identification has another benefit: if a botmas-« Reinfection: If reinfection is possible and bot A reinfects
ter wants to let a selected set of bots to send out an attack, the bot B, bot B will then replac&? (R < M —1) randomly-
botmaster may issue a command to the botnet with a list of selected bots in its peer list with bots from the peer list
these attack bots’ IDs — a bot will launch attack if it finds its  provided by A. Again, bot A and B will add each other
ID in this list. In this way, if the list is captured by defenders, into their respective peer lists if the other one is a servent
it will not reveal the identities of these attack bots since only  bot as explained in the above “new infection” procedure.
the botmaster knows the mapping between IP addresses arng/hen reinfection happens frequently, the reinfection pro-

IDs. cedure can effectively interconnect different infection paths
. ) together, making a botnet evenly connected. In addition, this
5.2.2  Diurnal dynamics procedure makes it hard for defenders to infer the infection

As pointed out in [4], the online population of every botnet hasme order (“traceback”) among bots based on captured peer
a clear “diurnal” dynamics due to many users shutting dowists.
their computers at night. In one time zone, the peak onlineln the reinfection procedure, a bot does not provide its peer
population of a botnet could be as much as four times of thist to those who reinfect it. This is important, because, if not,
bottom level online population. The significance of diurnalefenders couldecursivelyinfect (and monitor) all servent
dynamics is further verified by [26], which showed that onlyots in a botnet based on a captured bot in their honeypot
about 20% of computers are always online. in the following way: Defenders use a firewall redirecting the
To maximize a botnet attack power, a botmaster may wamitgoing infection attempts from captured bot A to reinfect
to know the diurnal dynamics of her botnet. For example, the servent bots in As peer list; then subsequently get the
botmaster can launch a denial-of-service attack at the rigider lists from these servent bots and reinfect servent bots in
time when the botnet online population reaches its peak leviliese peer lists in turn.
or spread a new malware at the optimal release time to increasén order to study a constructed botnet topology and its ro-
its propagation speed as introduced in [4]. bustness via simulations, we first need to determine simulation
The diurnal dynamics of each bot is not hard to obtain sineettings. First, Bhagwan et al. [24] studied P2P file sharing
a bot is in fact a spyware. For example, at the beginning sfstems and observed that around 50% of computers change
each hour, a running bot program appends the current timetheir IP addresses within four to five days. So we expect the
a data file, which is then reported to its botmaster. Based fsaction of bots with dynamic addresses is around the similar
such report data, a botmaster can derive the accurate diuma@lge. In addition, some other bots are behind firewalls or

dynamics of each bot. NAT boxes so that they cannot accept Internet connections.
We cannot find a good source specifying this statistics, so in
6 BOTNET CONSTRUCTION this paper we assume that 25% of bots are servent bots.

id Second, as pointed out in [27], [28], botnets in recent years
ave dropped their sizes to an average of 20,000, even though
e potential vulnerable population is much larger. Thus we

fssume a botnet has a potential vulnerable population of

procedure in this section. 500,000, but stops growing after it reaches the size of 20,000.

Botnets utilize many different infection mechanisms, suc'ﬂ addition, we assume that the peer list has a sizifok 20

as vulnerability exploitation, email viruses, traditional fileffjlnd that there are 21 initial servent hosts to start the spread

O‘H he botnet. In this way, the peer list on every bot is always

Unlike a traditional C&C-based botnet, the proposed hybr
P2P botnet does not have a pre-fixed communication archit
ture. Its network connectivity is solely determined by the pe
list in each bot. We will introduce the peer list constructio

based viruses, network share, etc. The botnet construct
procedure introduced in this paper is applicable to all infecti H

mechanisms. Because scanning and vulnerability exploit is the dominant

infection mechanism used by current botnets, in this paper
) ) we simulate the construction of a botnet by assuming that the
6.1 Basic construction procedure bot code finds and compromises vulnerable computers in the
A natural way to build peer lists is to construct them as &milar way as what a scanning worm does. Fig. 3(a) shows
botnet propagates. To make sure that a constructed botnehisdegree distribution for servent bots (client bots always have
connected, the initial set of bots should contain some serventlegreeM, equal to the size of peer list) after the botnet
bots whose IP addresses are in the peer list in every initidls accumulated 20,000 members. Because the botnet stops
bot. Suppose the size of peer list in each bot is configureddeowing when it reaches the size of 20,000, the reinfection
be M. As a bot program propagates, the peer list in each bgfents rarely happen (only around 600). For this reason,
is constructed according to the following procedure: connections to servent bots are extremely unbalanced: more
« New infection: Bot A passes its peer list to a vulnerablghan 80% (4000) of servent bots have degrees less than 30,
host B when compromising it. if A is a servent bot, Bvhile each of the 21 initial servent bots have a degree between
adds A into its peer list (by randomly replacing one entr§4,000 and 17,500 (the last tiny bar at the bottom right corner
if its peer list is full). If A knows that B is a servent botof the figure close to X-axis value of 10 represents these 21
(A may not be aware of B’s identity, for example, wherservent bots). This is not an ideal botnet. The constructed
B is compromised by an email virus sent from A), A addblybrid P2P botnet is approximately degraded to a C&C botnet
B into its peer list in the same way. where the initial set of servent bots behave as C&C servers.
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Fig. 3. Servent bot degree distribution (construct botnet via “new infection” and “reinfection” procedure only)

Vogt et al. [21] constructed a super-botnet only with theould easily update the peer list in each bot to have a strong
algorithms that are similar to the “new infection” and “re-and balanced connectivity. The added new procedure is:
infection” procedure presented above. Although authors in, Peer-list updating: After a botnet spreads out for a
[21] showed that their constructed super-botnet is robust, while, a botmaster issues a report command to obtain
they have an implicit assumption that the super-botnet will  the information of all currently available servent bots.
have abundant reinfections during its construction period. We These servent bots are callgeer-list updating servent
believe this assumption is incorrect in a real world scenario—  pots Then, the botmaster issues another command, called
botmasters would want their botnets generating as few as updatecommand, enabling all bots to obtain an updated
possible reinfections to avoid wasting infection power and peer list from a specified sensor host. The sensor host
being detected by defenders. randomly choose/ servent bots to compose an updated

To illustrate this argument, we have simulated another peer list, then sends it back to each requested bot.
botnet scenario where the potential vulnerable population isp potmaster could run this procedure once or a few times
20,000 instead of 500,900 used in the previous simulation. TB'Gring or after botnet propagation stage. After each run of
botnet stops propagation after all vulnerable hosts have bggR hrocedure, all current bots will have uniform and balanced
infected. Fig. 3(b) shows the degree distribution for serveptnections to peer-list updating servent bots.
bots in this scenario. When the botnet stops infection processg,gm a botmaster's point of view, when and how often
overall around 210,000 reinfection events happened. This ti@ouid this peer-list updating procedure be run? First, this
because there are plenty of reinfections, the constructed bo edure should be executed once shortly after the release
has a well-balanced connectivity—the degree distribution 8 5 hotnet to prevent defenders from removing all initial
all servent bots roughly follows normal distribution, and 80%gryent hots—before the first peer-list updating procedure, the
of servent bots have degrees between 30 and 150. P2P botnet is as vulnerable as current C&C-based botnets.

These simulation experiments show that if a botnet do@gond, as a botnet spreads out, each round of this updating
not have a lot of reinfections, or cannot have reinfection (f?frocedure makes the constructed botnet have a stronger and
example, when the bot program blocks the vulnerable servige, e najanced connectivity, but at the same time, it incurs
on an infected host), the aforementioned basic constructign jncreasing risk of exposing the botnet to defenders. It is
procedure is not effective. A botmaster must come up with @flerefore up to a botmaster to strike a comfortable balance. In

additional botnet construction procedure, which is immd“ceﬂidition, a botmaster could run this procedure to conveniently

in the following. update the topology of a botnet, or reconnect a broken botnet.
Fig. 4 shows the degree distribution for servent bots (client
6.2 Advanced construction procedure bots always have a degree @f) when a botnet uses all
One intuitive way to improve the network connectivity wouldhree construction methods. We assume the peer-list updating
be letting bots keep exchanging and updating their peer ligtocedure is executed just once when 1,000 (25% of) servent
frequently. However, such a design makes it very easy fbots have been infected. This figure shows that in terms
defenders to obtain the identities of all servent bots, if one of network topology, the servent bots in the botnet can be
several bots are captured by defenders. classified into two groups: the first 1000 servent bots used in
As introduced in Section 5, a botmaster could monitgreer-list updating have large and balanced connection degrees
her botnet easily whenever she wants by issuing a repoahging from 300 to 500 (they are represented by the several
command. With the detailed botnet information, a botmastkars around the X-axis value of 6). They form the robust



together, we study botnet connectivity when a certain fraction
of peer-list updating servent bots are removed (that is to say,
either removed by defenders or off-line).

We present two metric functions to measure robustness.
Let C(p) denote theconnected ratioand D(p) denote the
degree raticafter removing tog fraction of mostly-connected
bots among those peer-list updating servent bots—this is the
most efficient and aggressive defense that could be done when
defenders have the complete knowledge (topology, bot IP
addresses ...) of the botnét(p) and D(p) are defined as:
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These two metric functions have clear physical meanings.
The metricC(p) shows how well a botnet survives a defense
action by keeping the remaining members connected together.
The metricD(p) shows how densely the remaining botnet is
. . ] connected together—it exhibits the ability of the remaining
backbone, connecting the hybrid P2P botnet tightly togethghinet to survive a further removal.

On the other hand, the remaining 4000 servent bots infected
after the peer-list updating procedure have connection degrees
only around 20 to 30. .

Fig. 4. Servent bot degree distribution (constructed via
infection and peer-list updating)

6.3 Botnet command initiation 0.8

Comparing Fig. 2 with Fig. 1, we can see that the proposed N
P2P botnet does not show how its botmaster contacts the l N
botnet to issue commands. Will the flexible service ports on

servent bots prevent its botmaster from contacting them? We  0.4f .
can answer this question now after introducing the botnet .

construction procedure.
As used in the simulation experiment, a botnet propagates
based on a set of initial servent bots. The botmaster sets their

0.2r
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service ports beforehand and thus knows their service ports. 0 _ . .

After the botnet is released, the botmaster could inject com- Fraction of removed peer-list updating servent bots: p

mands through these initial servent bots. After the botr_nas}_qb_ 5. Botnet robustness study

issues a report command and gets the first report with the

information of service ports of all current servent bots, the _.

botmaster can inject commands through an arbitrarily chosenF'g' §shows the robustpes; of the proposed P2P botnet. The

set of servent bots. botnet is the one shown in Fig. 4 that_has a vglnerable pop-
ulation of 500,000 and runs the peer-list updating procedure

only once when 1,000 servent bots are infected. As shown

7/ BOTNET ROBUSTNESS STUDY in this figure, if all 1000 peer-list updating servent bots are

Next, we study the robustness property of a constructed hybriinoved, the botnet will be completely broken. This result

P2P botnet. Two factors affect the connectivity of a botneshows the importance of the peer-list updating procedure. The

(1). Some bots are removed by defenders; and (2). Some Baetnet will largely stay connected’(p) > 95%) if less than

are off-line (for example, due to the diurnal phenomenon [4]J00 of those 1000 peer-list updating servent bots are removed,

These two factors, even though completely different, have tahough it has a gradually decreasing connectivity as removal

same impact on botnet connectivity when the botnet is usgdes on (as exhibited b (p)). This experiment shows the

by its botmaster at a specific time. For this reason, we do rsftong resistance of the proposed botnet against defense, even

distinguish them in the following study. if defenders know the identities of all bots and the complete

botnet topology.

7.1 Botnet robustness based on two metric func-
tions 7.2 Peer-list updating procedure

Since servent bots, especially the servent bots used in pdera botmaster runs the peer-list updating procedure soon
list updating procedure, are the backbone connecting a botafter releasing a botnet, she will shrink the time window



for defenders to shut down the initial servent bots; however,
the constructed botnet will rely upon fewer peer-list updating M
servent bots for its connectivity. Therefore, it is necessary to Clp)=1-p ®)
study how the number of peer-list updating servent bots affects
the robustness of a botnet. Fig. 6 shows the simulation results
in terms of C'(p) by varying the number of servent bots used
in the peer-list updating procedure from 100 to 2000.
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Fig. 7 shows the analytical result from (5), comparing with
the simulation resul€’(p) of the random removal, and the sim-
ulation resultC(p) of the removal of topp fraction of mostly-

This figure shows that as long as a small fraction of pee,L(jf:_annected peer-list updating servent bots. The analytical curve

list updating servant bots remain, botnet robustness does 0 between those two sm_1u|ated robustness metrics. I_t shqws
change much when the number of peer-list updating serv hit the analytical formula indeed has a small underestimation
bots varies. Of course, if the peer-list updating procedu s compared. with the random removal. Because removing
contains fewer servent bots, it will likewise be easier fo[gpp fraction will remove more links from the botnet network

defenders to remove most of them, and hence, shut down {fg" 2 random re”?o"a" thg simulation resdlit) frgm the
botnet. top removal scenario are slightly lower than the derived results

from (5). In summary, this figure shows that, even though the
) , analytical formula (5) is not very accurate, it provides a good
7.3 Robustness mathematical analysis first-hand estimate of the robustness of a botnet.
We provide a simple analytical study of the botnet robustness.thjs figure also shows that the proposed botnet does not
Assume that each peer list containg servent bots. It iS need a large peer list to achieve a strong robustness.
hard to provide a formula when removing the tpraction For comparison, we can come up with a simple robustness

of mostly-connected nodes. Howevgr, we Co‘_“d provide the, e of today's C&C-based botnets. Suppose a C&C-based
formula of C'(p) whenrandomlyremovingp fraction of peer- botnet has? C&C servers. When defenders have the complete

list updatln_g servent bots. . knowledge of such a botnet, they will always remove thBse
As we discussed before, the servent bots not used in p Its first. Thus the botnet robustness metip) is:

list updating procedure have very few extra links besides the
M links given by their own peer lists. We simplify the analysis
by assuming that each bot in the botnet connects only to peer- Clp) = {
list updating servent bots. Then, when we consider removing

a fraction of peer-list updating servent bots, more links will

be removed compared to the original botnet network. Becaufe botnet will be shut down if alR C&C server bots are

of this bias, the analytical formula presented below slightigmoved, which makes it much less robust than the proposed
underestimate€’(p) in the case of random removal. P2P botnet.

A bot is disconnected from the others when &l servent  The robustness study presented here is a static study and
bots in its peer list have been removed. Because of the randanalysis, considering the robustness of a botnet at any specific
removal, each peer-list updating servent bot has the equsmment. In this case, we do not need to consider the botnet
probability p to be removed. Thus, the probability that a banfection rate and its spreading speed. If we want to study
is disconnected ip?. Therefore, any remaining bot has theéhe dynamics of a botnet when bots are removed gradually, or
same probability —p™ to stay connected, i.e., the mean valuahen bots are removed as the botnet spreads, we will need to
of C(p) is (in case of random removal): consider these two important parameters.

Fig. 6. Botnet robustness when the peer-list updating
procedure runs once with different number of servent bots

1, < R bots are removed
0, > R bots are removed

(6)



8 DEFENSE AGAINST THE PROPOSED channel of a botnet, if the botnet cannot detect honeypots, is
HYBRID P2P BOTNET to poison the peer-list updating procedure with the following
ps. First, once a honeypot is infected by a bot program,
enders quickly let the bot program infect many other
%peypots (for example, by redirecting the bot's outgoing
infection traffic to other honeypots). Then, when receiving a
report command from the botmaster, all honeypot bots report
o as servent bots so that they will be used in the peer-list
8.1 Annihilation updating procedure. Defenders would achieve better poisoning
First, the proposed hybrid P2P botnet relies on “servent bot&fense if they have distributed honeypots and a large number
in constructing its communication network. If the botnet isf IP addresses.
unable to acquire a large number of servent bots, the botneWWhen defenders conduct the above poisoning defense, a
will be degraded to a traditional C&C botnet (the relationshifsaction of servent bots can be treated as being removed from
of these two botnets is discussed in Section 3.3), which tise botnet. The botnet robustness studies presented in Section
much easier to shut down. For this reason, defenders shotldhow the effectiveness of such a defense.
focus their defense effort on computers with static global
IP addresses, preventing them from being compromised, &2 Botnet monitoring based on honeypot tech-
removing compromised ones quickly. nigues

Second, as shown in Section 6, before a botmaster isskgfheypot is an effective way to trap and spy on malware
an update command for the first time, a botnet is in itgnd malicious activities. Because compromised machines in
most vulnerable state since it is mainly connected through thehotnet need to cooperate and work together, it is particular
small set of initial servent bots. Therefore, defenders Sho@ﬂective to use honeypot techniques in botnet Spymg [6], [32],
develop quick detection and response systems, enabling them botnet cannot detect and get rid off honeypot bots. The
to quickly shut down the initial set of servent bots in a newlyhird annihilation method introduced above relies on honeypot
created botnet before its botmaster issues the first updgdghniques. In this section, we will introduce botnet monitoring

command. and detection approaches based on honeypot techniques.
The third defense method relies on honeypot techniques.

If a botnet cannot detect honeypots, defenders could try 82.1 Botnet monitoring based on spying honeypots
poisonits communication channel. Defenders let their infectelfla botnet cannot effectively detect honeypots, defenders could
honeypots join the botnet and claim to have static global IBt their honeypots join botnets and monitor botnet activities.
addresses (these honeypots are configured to accept conBesed on honeypot bots, defenders may be able to obtain
tions from other bots), they will be treated as servent bots. Aise plain text of commands issued by a botmaster. Once the
a result, they will occupy many positions in peer lists of mangneaning of the commands is understood, defenders are able
bots, greatly decreasing the number of valid communicatioo: (1). Quickly find the sensor machines used by a botmaster
channels in the hybrid P2P botnet. In addition, defendersreport commands. If a sensor machine can be captured by
would know the detailed botnet communication structure amikfenders before the collected information on it is erased by its
its members through those spying honeypots. With the detailegtmaster, they might be able to obtain detailed information of
knowledge of the botnet, defenders could effectively shtie entire botnet; (2). Know the target in an attack command
it down by cutting off its remaining fragile communicationso that they could implement corresponding countermeasures
channels. quickly right before (or as soon as) the actual attack begins.
Another controversial defense approach falls in the categoryAnother honeypot-based monitoring opportunity happens
of so-called “good worm” defense [29], [30], or the “cyberduring peer-list updating procedure. First, defenders could
immune system” [31]. Defenders program a “good-purposét their honeypot bots claim to be servent bots in peer-list
code to exploit the same vulnerability used in a botnet. Thgpdating. By doing this, these honeypots will be connected
code will compromise vulnerable machines in the Internet aig many bots in the botnet; and hence, defenders are able to
patch them. When a machine is already infected by a botnetonitor a large fraction of the botnet. Second, during peer-list
the good-purpose code obtains the bot's peer list, cleans thmating, each honeypot bot could get a fresh peer list, which
bot code, and then reversely compromises and cleans botsngans the number of bots revealed to each honeypot could be
the peer list. If a cleaned host is contacted by any other batigubled.
the good-purpose code could fire back and clean those bots a& honeypot could be configured to route all its outgoing
well. However, this active defense is in fact another form dfaffic to other honeypots; at the same time, the trapped
Internet attack; it would probably cause more harm than goadalicious code still believes that it has contacted some real
Thus it may not be a practical defense in the real world. machines. This technique has been used before, such as in
As discussed in Section 7, the strong robustness of tf83], [34]. Based on the similar technique, defenders could
proposed botnet relies heavily on the peer-list updating prguickly build up a large number of spying honeypot bots by
cedure. Servent bots used in the peer-list updating procedreeuting the infections sent out from already compromised
form the backbone of the communication network of a botndtoneypots to other vulnerable honeypots. In this way, defend-
Therefore, the best strategy to disrupt the communicatiens have many spying bots at hand, enabling them to monitor

In this section, we discuss how defenders might defend agai
such an advanced botnet. In addition, we provide simulati
studies and mathematical analysis of the performance of bot
monitoring.
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Fig. 8. Botnet monitoring with one honeypot joining as a servent bot

the botnet effectively. Because all of these spying honeypotsif the honeypot is one of the initial servent bots, Fig. 8(a)
run the real bot code, emote code authenticatidrcannot shows that before the peer-list updating procedure, the hon-
enable a botnet or its peer-list updating sensor to detect thegpot could monitor most infected computers since it would
spying honeypots. appear in most bots’ peer lists (as explained in Fig. 3). After

Upon receiving a botnet report command, a honeypot coufie peer-list updating procedure, the honeypot could only
have its special program to send back a large amount @¥serve a few more bots because it loses its critical role in the
identities of fake bots. The information should not be seRotnet connectivity. Fig. 8(b) shows that if the honeypot joins
from one single IP address. Instead, the honeypot should séhthe botnet halfway before the peer-list updating procedure, it
out each fake bot's ID and host characteristics with differekfOws on average around 450 bots in the botnet after the botnet
IP addresses. This approach falls in the category of “Syf§ifopagation stops; while the honeypot could only know around
attack” [36]. It is another way to build up spying honeypo80 bots in the botnet if it joins after the peer-list updating
bots, to decrease the number of actual core servent botsPegcedure.
the botnet size (if the botmaster stops its botnet growth uponlt could be very hard for a defender’s honeypot to be one
reaching a predefined size). However, this Sybil defense candeinitial servent bots, especially botmasters know the risk
defeated if a botnet has a mechanism to conduct remote c&dé select those initial servent bots very carefully. Therefore,

authentication, such as using the Oblivious Hashing meth#§ only consider the more realistic monitoring case where
[35]. honeypots join as servent bots before the botmaster’s peer-list

From the above discussion, we can see that by using remdpgiating procedure.

code authentication, a botnet could prevent a defense honeyfg)%t2 Simulation and analysis of botnet monitoring by
from sending information of a large amount of fake bots to itﬁ]' |

; . ultiple honeypots
sensor, but it cannot prevent defenders from generating mallp% d be int tina to k h h ts defend
spying honeypot bots by using real infected honeypots. ou'd be jnteresting to know how many noneypots detenders

For the simulated botnet sh " Fig. 4 d should set up in order to have an effective monitoring. To
or the simulated botnet shown I Fig. 4, we con LI%rtudy this, we conduct another set of simulations by varying
another set of simulations where we assume one of its serv number of honeypots joining a botnet before the peer-list
bots is a defender’s honeypot. We simulate three Scenar'ﬂﬁdating procedure. Fig. 9 shows the number of exposed bots

Fh_e .honeypot joining the botnet as one of initial servent bOtgfter the botnet stops growing as it reaches its desired size
joning th? botnet as a servent bot haltway before the pe i 20,000 (the other simulation settings are the same as the
list updating procedure (when the botnet accumulates 5

. . 9 eriment shown in Fig. 4). The simulation results are derived
servent bots—the peer-list updating procedure happens w gﬁ)

C averaging over 100 simulation runs.
the bO‘T‘et accumulates 1.000 Sef?’e”t bots); and Joning M8pe can actually derive an analytical model to estimate the
botnet right after the peer-list updating procedure. Fig. 8 sho an value of exposed bots, denoted BV, . vscql, When
the simulation results averaged over 100 simulation runs. The, .. ... honeypots joining,the botnet befcfre th,e peer-list
peer-list updating procedure happens around time t=110 (e

. e ating procedure. Suppose the peer list sizk/jgthe final
bot is assumed to send out 358 scans per unit time to the enfife. -+ oo number of bots. and the number of servent bots
IPv4 space, similar to what Code Red worm did [37]). '

used in peer-list updating procedureAs In our simulations,
M =20,1 =20,000 and K = 1,000.

3. Remote code authentication is “the problem of verifying the identity of B€fore the peer-list updating procedure, because few bots
a remote program.” [35] put any of thosen honeypots in their peer lists (peer lists



o100 ‘ ‘ ‘ ‘ botnet could be fooled by a honeypot initially to pass its
\ complete code, including its peer list, to the honeypot.
“Darknet space”, or called “black hole”, “network tele-
scope”, is a chunk of IP space that have no real computers. It
is well known that darknet is effective in monitoring Internet
malicious traffic [37], [38], [39]. By implementing “honeyd”
[40], or an advanced honeypot-based darknet monitor (such as
—— Simulation result Internet Motion Sensor [41]), _defenders may be able to trap a
-4 Analytical model | large number of botnet infection attempts. If the bot program
cannot detect the darknet monitor and its honeypots initially,
and passes its peer list in each infection attempt, defenders
could get many copies of peer lists, obtaining the identities and
important information (IP addresses, encryption key, service
port) of many servent bots in a botnet.

# of exposed bots
[

0 20 40 60 80 100 120
# of honeypots

Fig. 9. Honeypot monitoring by joining as servent bots
before the peer-list updating procedure
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are dominated by initial servent bots), we ignore these small
number of bots in our analysis, and hence, only consider how
many bots have put at least one honeypot in their peer lists
after the peer-list updating procedure.

For a specific bot, its peer list contaidd servent bots.
Since the vast majority of servent bots in peer lists belong to
the group of K bots used in peer-list updating procedure, we
can assume with little error that all servent bots in any peer
list are picked from thosd{ bots.

Thus the probability that the peer list in a specific bot
contains none of those honeypots is:

n n n Fig. 10. Darknet monitoring of servent bots used in peer-
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(1- })(1 - ﬁ)(l - m) (1= m) ) list updating procedure
When K > M, which is the case in our simulations, (7) is ] ] )
approximately equal to: Because the servent bots used in peer-list updating proce-
n dure form the backbone of a botnet, we are interested in the
(1—- )M (8) fraction of these servent bots that are exposed via a darknet

. . K_ . space monitoring. Here we present a simple analytical model
which is the probability that this bot will not be exposed 9y, gych a monitoring system.

noneypots. Suppose the darknet begins capturing infection attempts
Since the botnet has overdllbots, the average number of PP 9 p g p

after the peer-list updating procedure. Each captured infection
exposed bots would be: attempt provides one peer list containidd servent bots,
E[Neaposed) = I[1 — (1 — %)M] 9) and there are{ servel_‘n_t bots used in this _peer—list_ updating
procedure. For a specific servent bot used in peer-list updating
Fig. 9 also shows the analytical result derived from thgrocedure, it has probability; to be exposed by one captured
above model (9), which matches nicely with the simulatiopeer list where; < M /K. Section 7 tells us that most servent
results. Because the analytical model ignores the few bdasts in the peer list are the ones that have been used in peer
exposed before the peer-list updating procedure, the analigt updating procedure. Thus we can estimagteas:
ical estimates are slightly smaller than simulation results as

exhibited in this figure. p~M/K (10)
8.2.3 Simulation and analysis of botnet monitoring via  Therefore, if the darknet space captureafection attempts,
darknet space the probability that a specific servent bot used in peer-list
The honeypot-based defense methods introduced above _Lg)sd_ating procedure is exposed (through the captured peer lists)

sume that compromised honeypots can join in a botnet a'r?dequal to: M

continue spying on the botnet activities. Sometimes this re- 1-(1—=)" (11
guirement may not be satisfied, e.g., when a botnet can A

quickly detect its honeypot members and remove them from Based on (10) and (11), we can derive the average number
network [20]. For this reason, we introduce another honeypaf servent bots used in peer-list updating procedure, denoted
based monitoring technique, which only requires that they E[N/, ..., that will be exposed by captured infection



attempts: Suppose the peer-list updating procedure is conducted after
M a botnet finishes its propagation, then all servent bots are
EINsposeal = K[1 — (1 - ?)1] (12) used in the updating procedure; and hence, they have evenly
distributed connection degrees. Following the same notations
Fig. 10 shows the simulation results (averaged over 1@Q in previous analysigy is the number of servent bots in a
simulation runs) and the analytical model results. The angotnet, T is the botnet size, and/ is the peer list size. There
lytical results match well with the simulation results but argre 1 — K client bots in the botnet, each of which connects
a bit higher, which is due to the fact that (10) has slighthy, 57 servent bots. Thus there afé — K) - M connection
overestimated the value of . links initiated from client bots to servent bots. We can derive

Fig. 10 shows that if the darknet can capture 200 copifife mean value of the number of client bots served by each
of peer lists, defenders would be able to know more th&gpent bot as:

95% of servent bots used in peer-list updating procedure. Thus
. 1N peer { (I-K)y-M I-M
this darknet based monitoring is an effective way to track E[D] = =
the proposed botnet. However, this approach still relies on K K
honeypot techniques. If a bot infection is composed by severallt is not hard to derive the distribution @. In the peer-list
sequential components (which is the case for most curratdating procedure, each client bot is given a randomly chosen
botnets [42]), and a bot passes its peer list to a newly infecteger list by the updating sensor. For any specific servent bot,
host only after the remote host is verified not being a honeypggich client bot has an equal and small probabilfy K to
the darknet-based monitoring approach would become invalf@nnect to the servent bot. Therefore, the random variable
follows “Binormial distribution” [43] with parameter&l/ — K)
and M /K, i.e.,

- M (13)

8.3 Botnet detection and monitoring without honey-
pots D~B(I-K,M/K) (14)
The previous subsection shows that we can propose many

effective botnet monitoring approaches based on honey@t DISCUSSIONS

techniques. However, as honeypot-based defense systems qf?grh the defense discussion in previous section, we see

ually become popular and widely deployed, botmasters W{hat honeypot plays a critical role in most defense methods

ingvitably develop their botnets to d_etect honeypot_s. Fgr ainst the proposed hybrid P2P botnet. Botmasters might de-
thrlosarciaésso?ﬁa\;viop:%?orz? ti)or:nr(]e;ndeetec():ttlson and monitoring %l%n countermeasures against honeypot defense systems. Such
P y ypots. countermeasures might include detecting honeypots based
o , on software or hardware fingerprinting [40], [44], [45], or
831 Momtormg traffic to.botnet sensor ~exploiting the legal and ethical constraints held by honeypot
A possible weakness point of the proposed botnet is gyners [20]. Most of current botnets do not attempt to avoid
centralized monitoring sensor. If defenders have set up a gq@sheypots—perhaps it is simply because attackers have not
traffic logging system, it is possible that they could capture thgit the threat from honeypot defense yet. As honeypot-based
traffic to a botnet sensor. We call such a monitoring system @gfense becomes popular and being widely deployed, we
a botnet sensor monitofEven though defenders may not b@elieve botmasters will eventually add honeypot detection
able to capture a botnet sensor before its botmaster destrRy:hanisms in their botnets. The war between honeypot-based

the sensor (after completing botmaster's monitoring task), thg¥fense and honeypot-aware botnet attack will come soon and
still could use the captured traffic log to figure out the IRhtensify in the near future.

way, defenders could get a relatively complete picture of\)%ry hard to monitor Internet botnets [4], [15], [32]. The hard

botnet. roblem is: how to defend against attacks sent from botnets,
p
_ o since it is normally very hard to shut down a botnet's control?
8.3.2 Detecting and monitoring servent bots Because of legal and ethical reason, we as security defenders

In the proposed hybrid P2P botnet, servent bots, especialgnnot actively attack or compromise a remote bot machine
those used in the peer-list updating procedure, are the bagka botnet C&C server, even if we are sure a remote machine
bone of a botnet. Fig. 4 shows that each servent bot used in ihénstalled with a bot program. For example, the well-known
peer-list updating will serve 300 to 500 bots. If a non-servégood worm” approach is not practical in the real world. The
host is infected and serves as one of these servent bots, the bosent practice of collaborating with the ISPs containing bot-
is relatively easy to be spotted by defenders due to the hugéected machines is slow and resource-consuming. There are
increase of traffic in and out of this host. When the number 6fill significant challenges in botnet defense research in this
servent bots compared to the total botnet population decreasspect.
each of these servent bots must serve a larger number of bot&rom the robustness study in Section 7 and the defense
and hence, is easier to be detected by defenders. study in Section 8, we can see that the proposed hybrid P2P
A simple statistical analysis can show this relationshifotnet makes a future botnet harder to be monitored, but most
Denote the number of client bots served by a servent hotportantly, makes a botnet MUCH harder to shut down. By
as D. For the proposed botnetl) is a random variable. replacing a few isolated C&C servers with a significantly



larger amount of interleaved servent bots, the proposed botgt E. Cooke, F. Jahanian, and D. McPherson, “The zombie roundup:
greatly increases its survivability. Understanding, detecting, and disrupting botnets,’Pioceedings of
. . . SRUTI: Steps to Reducing Unwanted Traffic on the Interhdy 2005.
The pr(_)posed hybrid PZF_’ botnet utilizes Centra“_zed Sensqr 4. R Binkley and S. Singh, “An algorithm for anomaly-based botnet
hosts. This does not make it as weak as a centralized version detection,” inUSENIX 2nd Workshop on Steps to Reducing Unwanted
of botnets. First, sensor hosts are not responsible for botnet Traffic on the Internet (SRUTI 06june 2006. _
L . I. Arce and E. Levy, “An analysis of the slapper wornEEE Security
command and control communication—their roles are d & Privacy Magazine Jan.-Feb. 2003.
collection and peer list distribution. If a sensor host is detect@ Sinit P2P trojan analysis. Http://www.lurhg.com/sinit.html.
and monitored, the botnet could possibly be fully exposed f] Phatbot trojan analysis. Hitp://www.lurhg.com/phatbot.html.
- . . .[11] R. Lemos. (2006, May) Bot software looks to improve peerage.
defenders. However, the botnet will still have its strong surviv- Hittp:/www.securityfocus.com/news/11390.
ability as discussed in Section 7. In other words, the command]

“Servent,” http://en.wikipedia.org/wiki/Servent.
and control channel of the proposed botnet is mostly peé¥3l R. Puri, “Bots & botnet: An overview,” 2003,
to-peer structured and not affected by sensor hosts. Secqrﬂg,

http://www.sans.org/rr/whitepapers/malicious/1299.php.
’ B. McCarty, “Botnets: Big and bigger,IEEE Security & Privacy
sensor hosts are disposable. When a botmaster suspects thamagazine vol. 1, no. 4, July 2003.
her senor host is being monitored, she can simply discard}%! P- Barford and V. Yegneswarasn Inside Look at Botnets, To appear
. . . in Series: Advances in Information SecuritySpringer, 2006.
and pick another compromised machine as the sensor hosltm] H. Project, “Know your enemy: Tracking botnets,” 2005,
The proposed hybrid P2P botnet represents only a specific http://iwww.honeynet.org/papers/bots.

P2P botnhet design. In reality, botmasters may come up wlf{] F. Monrose. (2006) Longitudinal analysis of botnet dynamics.

. . ARO/DARPA/DHS Special Workshop on Botnet.
some other types of P2P botnet deS|gns. However, we beli T. Strayer. (2006) Detecting botnets with tight command and control.

this research is still meaningful to security community. The = ARO/DARPA/DHS Special Workshop on Botnet.
proposed design is practical and can be implemented Bl XR87§2héi(/38ﬂsl§C-basle\;ﬂv blgt?]et deteBctitonton high-speed routers.
botmasters with little engineering complexities. Botmasteys, pecia’ VOTEShop on Bomne.

- . T 3 C. Zou and R. Cunningham, “Honeypot-aware advanced botnet con-
will come with a similar design sooner or later, and we must ~ struction and maintenance,” Proceedings of International Conference

be well prepared for such an attack, or a similar attack, before ©on Dependable Systems and Networks (DSM)e 2006. _

it happens [21] R. Vogt, J. Aycock, and M. Jacob_son, ‘Army of botnets,Hr_Dceedmgs _

! pp : of 14th Annual Network and Distributed System Security Symposium

(NDSS) Feburary 2007.

10 CONCLUSION [22] E. K. Lua, J. Crowcroft, M. Pias, R. Sharma, and S. Lim, “A survey
and comparison of peer-to-peer overlay network schenlegE Com-

To be well prepared for future botnet attacks, we should study munications Surveys and Tutorialeol. 7, no. 2, 2005.

advanced botnet attack techniques that could be developed33y N. Provos, “A virtual honeypot framework,” ifProceedings of 13th
. . USENIX Security Symposiuugust 2004.
botmasters in the near future. In this paper, we present 1@

; ) % R. Bhagwan, S. Savage, and G. M. Voelker, “Understanding availability,”
design of an advanced hybrid peer-to-peer botnet. Compared in Proceedings of the 2nd International Workshop on Peer-to-Peer

with current botnets, the proposed one is harder to be mopi- Systems (IPTPSfeburary 2003. _
. [BZF] A. Ramachandran and N. Feamster, “Understanding the network-level
tored, and much harder to be shut down. It provides robust nét=

e e ) : . behavior of spammers,” iRroceedings of ACM SIGCOMMseptember
work connectivity, individualized encryption and control traffic ~ 2006.

dispersion, limited botnet exposure by each captured bot, 4@ C.- Gkantsidis, T. Karagiannis, P. Rodriguez, and M. Vojnovic, “Planet

T . le software updates,” Proceedi f ACM SIGCOMMBeptemb
easy monitoring and recovery by its botmaster. To defend 2836.3 ware tipdates, oceedings o MBeptember

against such an advanced botnet, we point out that honeyget$ (2005, November) CNET news: Bots slim down to get tough.
may play an important role. We should, therefore, invest more  Hitp://news.com.com/2104-7355-5956143.html.

. . . . 8] (2006, February) Washington Post: The botnet trackers.
research into determining how to deploy honeypots efficiently

http://www.washingtonpost.com/wp-dyn/
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