Computer Science Foundation Exam

August 2, 2002
Section Il A

DISCRETE STRUCTURES

NO books, notes, or calculators may be used,
and you must work entirely on your own.

Name;

SSN:

In this section of the exam, there are two (2) problems.
You must do both of them.
Each countsfor 25% of the total exam grade.
Show the steps of your work carefully.

Problems will be graded based on the completeness of
the solution steps and not graded based on the answer alone

Credit cannot be given when your resultsare

unreadable.



FOUNDATION EXAM (DISCRETE STRUCTUREYS)

Answer two problems of Part A and two problems of Part B. Be sure to show the steps of
your work incduding the judification. The problem will be graded based on the
completeness of the solution steps (induding the judtification) and not graded based on
the answer done. NO books, notes, or caculators may be used, and you must work
entirely on your own.

PART A:Work both of the following problems (1 and 2).

1) Whenever Binay Billy acts up, his punishment is to write binary numbers on the
board. He dways sarts writing O, 1, 10, 11, 100, etc. Depending on the severity of
behavior, Billy has to write dl the binary numbers garting at O upto dl binary numbers
with a certain number of digits. For example, if Billy's bad behavior was rated a a 5, then
Billy would have to write dl the binary numbers from O through 11111. Let B(n) denote
the totad number of binary digits Billy mugt write for a bad behavior rating of n. Using
induction on n, prove that B(n) = (n-1)2" + 2, for dl positive integers .

2) Prove thefollowing assertions for sts A and B from an universe U without using
Venn Diagrams or membership tables:
a)Al Bifandonlyif AC @B =/E

b)A [ Bifadonlyif @A E B=U.



Solution to Problem 1:

Whenever Binary Billy acts up, his punishment is to write binary numbers on the board.
He aways darts writing 0, 1, 10, 11, 100, etc. Depending on the severity of behavior,
Billy has to write dl the binary numbers dating & O upto dl binary numbers with a
certain number of digits. For example, if Billy's bad behavior was rated a a 5, then Billy
would have to write dl the binary numbers from O through 11111. Let B(n) denote the
totd number of binary digits Billy must write for a bad behavior rating of n. Usng
induction on n, prove that B(n) = (n-1)2" + 2, for dl positive integers .

Base case. n=1. Billy must write two digits, 0 and 1, thus B(1) = 2. Looking & the
right hand side we find it equal to (1-1)2' + 2 = 2, thus the given formula is true for
n=1.

Inductive hypothesis: Assume that for an arbitrary value of n=k that B(k) = (k-1)2*
+ 2.

Inductive step: Prove, under the inductive hypothesis, that for n=k+1, B(k+1) =
(k+1)-1)2¢"1 + 2 = k2*1 + 2,

Let b(n) = number of binary numbers with EXACTLY n digits. For example, b(2) =
2 sincetherearetwo binary numbers, 10 and 11 with exactly 2 digits.

In particular, using the multiplication principle, we have that b(n) = 2"%. This is
because the first binary digit of the n digits must be 1. The rest can either be O or 1.
Thus, we have 2 choices for each of the nl remaining digits. Since each of these
choices are independent, we multiply 2 by itself n1 timesto obtain the total number
of possible binary numberswith exactly n digits.

Now, to prove the assertion:

B(k+1) = B(k) + (k+1)*b(k+1), since we are adding b(k+1) numberswith k+1 digits
= (k-1)2 + 2 + (k+1)2k+D-1
= (k-1)2¢ + 2 + (k+1)2

= ((k-1)+(k+1)2 + 2

(2k)2* + 2

k2k+l + 2



Prove the following assertions for sets A and B from an universe U without using Venn
Diagrams or membership tables:

(Note: when | say AEB, | mean A isnot a subset, not A isnot a proper subset.)
a)Al Bifandonlyif AC @B =/
Firg wewillshowAi Bb AC @B = /.

In order to show that the intersection of two sets is empty, we must show that the
two sets, in this case A and @B share no common elements. Assume the contrary,
that there exists an eement x such that xI A and xI @B. By definition of a
complement set, then xi B. But, if XI A and xi B, we can deduce that AEB. But, this
contradicts our given information. Thus, our initial assumption, that A C @B was
non-empty isincorrect and we have shown that A C @B = A.

Now, wemust proveA C @B=/&Pb Al B.

L et'sprovethe contrapositive of this statement:

AEBP A C B! A

If AEB, then there exists an element x such that Xl A and xi B. But if xI B, then we
know that xI @B. It followsthat x| A C @B. Thus A C @B * A, asdesired.

b)A I Bifaxonlyif AE B=U.

First let'sshowthat Al BbP @GAE B=U.

In order to show that @A E B = U, we must show that there is no dement x such
that x | @A E B. Assume such an x exists. Then we havethat x | @A E B. If x isnot
an eement of this union, then we can deduce that xXi @A and x | B. If thisisthe case,
then xI A. But that would contradict the given information that A | B. Thus, no
such element x exists and we can conclude that @A E B = U.

Now, let'sshowthat BAE B=U P Al B.

We can provethe contrapositive of this statement:

AEBP GAE B! U.

If AEB, then there exists an element xI U such that xXI A and xI B. But if thisis the
case, it isclear that xI @A and x| B, so x| @A E B. It followsthat BAE B U.



Computer Science Foundation Exam
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DISCRETE STRUCTURES

NO books, notes, or calculators may be used,
and you must work entirely on your own.

Name;
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In this section of the exam, there are two (4) problems.
You must do two (2) of them.
Each countsfor 25% of thetotal exam grade.
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Show the steps of your work carefully.

Problems will be graded based on the completeness of
the solution steps and not graded based on the answer alone

Credit cannot be given when your resultsare

unreadable.



3)

a) Show that the logicd expresson ((p P g) P (g P p)) is equivdent to the logica
expression p U @g, without the use of atruth table.

(PP a)b (P p)U Db q)U(qP p),using thedefinition of an implication

()

(@(@p U q)) U (@q U p), using the definition of an implication

([

(p U @qg) U (@q U p), using De Morgan's law, double negation

([an)

(p U (p U @q)) U @q, using associative/commutative of or

(e}

p U @q, using the absor ption law.

b) The boolean function f(p, q, r) is represented below in atruth table.

f(p.a.n)

—|—||—| || 7n|no
—[=| 7|47 n|e
—|[n|=|n|[=[7n|=|7n|-
TH|mm|m| M4

Write out an expresson for f(p, g, r) in teems of p, g, and r, only usng the boolean
operators and(U) and not(@). (Hints A logicd expresson remains unchanged if you
negate it twice. Use DeMorgan's Law.)
f(p.a,1)=(@pUBqUr)U (pUQqU ar)

=@@(@pU qU U (pUqU ar))

=@ (@@pUBqUr) U GpUqU ar) )



4) Inteligent life has findly been discovered on Mard Upon further study, linguistic
researchers have determined severd rules to which the Martian language adheres:

1) The Martian aphabet is composed of three symbols: a, b, and c.
2) Each word in the language is a concatenation of four of these symbols,
3) Each command in the language is composed of three words.

a) How many digtinct commands can be created if words in a single command can be
repested and two commands are identical only if the three words AND the order in which
the words appear are identicd? (Thus, the commands "aaca baaa aacd' and "baaa aca
aacd' aretwo DIFFERENT commands.)

Total of 12 symbols in a command. For each of these symbols, we have 3 choices
without any restrictions. These choices are independent of one another, so the total
number of commands we haveis 3",

b.) How many distinct commands can be created if word postion does not affect meaning
and a given word may gppear & most once in a sngle command? (Thus, "abca bbac
abbb" and "bbac abbb abca' should NOT count as different commands, and "aaca basa
aacd' isan INVALID command.)

Since we are not allowed to repeat words and word order doesn't matter, we are
essentially choosing three words out of the a possble number of words. Thus, we
must first figure out the possible number of words. There are three choices for each
of four symbols, using the multiplication principle as we did in part a, we have 3 =
81 possible Martian words. Of these, we can choose three to make a valid command.
Thus, the total number of possible commands hereisgi;Cs = (81)(80)(79)/6 = 85320



5) The greatest common divisor(ged) of three postive integers a, b, and cissmply
defined as the largest positive integer that isafactor of g b, and c.

a) Show that the following isfase: ged(a, b, €) = ged(a, b+c).

Let a=6, b=5, c=7. Clearly gcd(a,b,c) = 1 since none of the values share a common
factor. But, we have gcd(a,b+c) = gcd(6,12) = 6. Thus, the given statement isindeed
false.

b) Describe a method (that does NOT use prime factorization of the three integers) to
compute the ged of three integers, and use this method to find ged(26, 78, 117).

ged(a,b,c) = ged(ged(a,b),c).

Thus, we can use Euclid's algorithm to compute the gcd of a and b. Let this value be
d. Then, reuse Euclid's algorithm to calculate the gcd of ¢ and d. (Let thisbe e) This
value, is the desired gcd. This works because we know that dja, d|b, eld and elc.
Since €d, it follows that €la and €b. This shows that our algorithm returns a
common divisor of a, b and c. Now, we need to show that thisisthe greatest common
divisor of the three values. Let f be a divisor of a, b and c. We will show that f | g,
proving that e is the gcd. Surély, if fla and f|b, f|d, since d is the greatest common
divisor of a and b. (All common divisors of a number divide into it's gcd.) But we
also know that f|c. Thus, f is a common divisor of ¢ and d. It follows that f | € which
isthe gcd(c,d).

Using the technique on the given values:
gcd(26, 78) = 26, since

78 = 3x26

ged(26, 117) = 13

117 = 4x26 + 13
26 = 2x13

Thus, we have that gcd(26, 78, 117) = 13.



6)

a) Provethat ardlation Ri A~ Aistrangtiveif andonly if R | R

First wewill showthat R A~ AistransitiveP R?[ R.

Let (x,y) bean arbitrary dement of R?. We must show that it isalso an element of R.
If (x,y)i ARZ, by the definitjon of relatiop composition, we have that there exists an
element 4 A such that (x,z2)I R and (zy)l] R. Since we are given that R is transitive,
we can deducethat (x,y)I R asdesired.

Now, letsshow that R®?i R P R istranstive.

We must show that for any arbitrary dements x, y and z, if (x,y)l R and (v, R,
then (x,21 R.

If we have that (x,y)l R and (y,21 R, by definition of relation composition, it follows
that (x,2)1 R But, we are given that R> | R. So it necessarily followsthat (x,2) T R,
which iswhat we needed to show.

b) Prove or disprove: If ardation Ri A~ A issymmetric then R is symmetric aswel.

We must show for arbitrary elementsx and y, if (x,y)i R?, then (yx)I RZ.

If (xy)] R? by definition of relation composition, there exists an element 4 A such
that (x,2) T R and (zy) T R. Since R is symmetric, we know that (y,2) T R, and (z,X)

T R. By using the definition of relation composition again, we have that (yx)i R?, as
desired.



