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Abstract—We describe a natural extension of the banker’s algorithm for deadlock avoidance in operating systems. Representing the control flow of each process as a rooted tree of nodes corresponding to resource requests and releases, we propose a quadratic-time algorithm which decomposes each flow graph into a nested family of regions, such that all allocated resources are released before the control leaves a region. Also, information on the maximum resource claims for each of the regions can be extracted prior to process execution. By inserting operating system calls when entering a new region for each process at runtime, and applying the original banker’s algorithm for deadlock avoidance, this method has the potential to achieve better resource utilization because information on the “localized approximate maximum claims” is used for testing system safety.
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1 INTRODUCTION

A well-known deadlock avoidance algorithm used in operating systems is the banker’s algorithm which was proposed by Dijkstra to handle a single resource type [2], and later extended by Habermann to handle multiple resource types [4], where the resources are assumed to be serially reusable [6]. In this algorithm, processes are required to declare their maximum claims of resources in advance. When a new request of resources is made, the banker’s algorithm would grant the request if the resulting system remains in a “safe” state, in the sense that even in the “worst case” that all processes request their maximum claims, there is still a schedule of process execution so that all the requests will be granted eventually. When there are $n$ processes and $m$ resource types, Habermann’s algorithm requires $O(mn^2)$ time for testing system safety. The efficiency of the algorithm was later improved to $O(mn)$ by Holt [6]. When restricted to a single resource type, Habermann [5] proposed an efficient algorithm that uses $O(n + r)$ space and $O(r)$ time to handle a resource request or release, where $r$ is the number of resource units. More recently, Finkel and Madduri [3] proposed a new algorithm that maintains the resource allocation history in a binary tree and performs a safety test in $O(\log n)$ time.

Although the efficiency of the banker’s algorithm is a major concern in practice, another concern is the algorithm’s effectiveness in resource utilization. Since only a limited amount of resource usage information is known in advance (i.e., the maximum claims), it is possible that a request will be denied because it is putting the system into an “unsafe” state, even though the system is deadlock-free. Let us consider an example.

EXAMPLE 1. Suppose there are two processes $P_1$ and $P_2$, sharing two types of resources $R_1$ and $R_2$, each having two units. Processes $P_1$ and $P_2$ request and release resources in a sequence of steps as depicted in Fig. 1. Using the banker’s algorithm, the maximum claim matrix is:

$$\text{CLAIM} = \begin{bmatrix} 1 & 2 \\ 2 & 2 \end{bmatrix}$$

where the first row $(1, 2)$ indicates the maximum need of 1 unit of $R_1$ and 2 units of $R_2$ from process $P_1$, and the second row $(2, 2)$ indicates the maximum need of 2 units of $R_1$ and 2 units of $R_2$ from $P_2$. Suppose the current allocation of resources is denoted by

$$\text{ALLOC} = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}$$

where the first row $(1, 0)$ indicates 1 unit of $R_1$ and 0 unit of $R_2$ being allocated to $P_1$, and the second row $(0, 0)$ indicates no allocations to $P_2$. Similarly, suppose the current request of resources is denoted by

$$\text{REQ} = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}$$

in which $P_1$ requests 1 unit of $R_1$. According to the banker’s algorithm, the request of $P_1$ will be denied because by granting the request, and assuming a worst-case scenario that both $P_1$ and $P_2$ request their maximum claims, the system could be put into a deadlock. (See Fig. 2 for the general resource graph [6] used in the banker’s algorithm which cannot be completely reduced.) Notice that the request of 1 unit of $R_1$ from $P_1$ could have been safely granted, if we knew that $P_1$ never needs both $R_1$ and $R_2$ simultaneously. However, the banker’s algorithm only knows the maximum claims from each process, thus making the algorithm ineffective in resource utilization.

Attempts have been made to improve the effectiveness of the banker’s algorithm [7]. It is shown in [7, pp. 1,033-1,038] that by knowing the current allocation resources and exactly what other resources are needed before the current allocated resources will be released, a modified banker’s algorithm may be applied to determine whether granting a resource request is safe. Thus, the modified algorithm improves upon the original algorithm by knowing the “localized approximate maximum claims” as opposed to the global maximum claims of each process [7]. However, this algorithm requires that the resource units seized by one ALLOCATE RESOURCE instruction be released by one DEALLOCATE RESOURCE instruction, and that the resource requests be made in a “nested” form, in the sense that within each process and for each resource type, units seized last are released first. Also, this algorithm incurs more overhead by maintaining a set of dynamic Request-Assign graphs which keep track of the resource requests and allocations of each process, and by combining these graphs at runtime in order to determine whether granting a resource request could lead to a system deadlock.

In this paper, we consider a simple and natural extension of the banker’s algorithm that offers the potential of improved resource utilization while incurring low overhead. By representing the control flow of each process as a rooted tree of resource requests and releases, we propose a quadratic-time preprocessing algorithm which decomposes these flow graphs into regions and determines the maximum resource claims for each of these regions. The detail of this algorithm and a formal definition of the region are given in Section 2. We also provide proofs that demonstrate the optimality of this decomposition, and explain how the prior knowledge of process regions and the associated maximum claims can be incorporated into the banker’s algorithm for testing system safety. Section 3 concludes the paper and presents some future work.
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2 THE EXTENDED BANKER’S ALGORITHM

2.1 Decomposition into Regions

Suppose there are \( n \) processes \( P_1, ..., P_n \) sharing \( m \) types of multi-unit resources \( R_1, ..., R_m \). We first examine the control flow of each process (such as a flow chart) and extract the calls of resource requests or releases, which are of the form \( \text{REQ}_i R_j \) or \( \text{REL}_i R_j \) representing, respectively, a request or release of \( i \) units of resource \( R_j \). We assume the control flow of such resource-related calls is represented as a rooted tree of nodes, in which all allocated resources are released at the end of each leaf node, and no processes would release resources that are not allocated earlier. (Generalizations to other types of control flow graphs allowing loops and cross arcs are possible, but beyond the scope of this paper.) In the rooted tree, each node has one or more child nodes; this latter case means alternative execution paths. (See Fig. 1 for two process trees.) This process structure that models resource requests and releases is proposed in [7, p. 1025] and called a Resource-Request Graph. The basic idea of the extended banker’s algorithm is to preprocess these graphs into regions and determine the associated maximum resource claims, then to use this information at runtime to provide a more effective system safety test in the banker’s algorithm. We now give some formal definitions.

DEFINITION 1. Suppose a process is represented as a resource-request graph. A prime region is a directed path (i.e., a sequence of connected nodes) such that:

1) no resources are allocated before the control enters the first node of the path;
2) all allocated resources are released when the control leaves the last node; and
3) no proper subpaths also satisfy the first two properties.

A subprime region is a subpath of a prime region having the same end node.

DEFINITION 2. Corresponding to each prime and to each subprime region, we define the associated maximum resource claims (or needs) as the union of the maximum needs of each type of the resources in the region, which may include resources allocated prior to entering the region (in case of a subprime region).

Using Fig. 1 for illustration, the path (6, 7, 8), consisting of the nodes \( \text{REQ}_2 R_2 \), \( \text{REQ}_2 R_2 \), and \( \text{REL}_2 R_2 \), is a prime region. The subpaths (7, 8) and (8) are both subprime regions. The path (1, 2, 3, 4, 5) is not a prime region, because it contains a subpath (1, 2) which is a prime region. In fact, the graphs in Fig. 1 have exactly four prime regions: (1, 2), (3, 4, 5), (6, 7, 8), and (6, 9, 10, 11). The maximum resource claims for the prime region (1, 2) in Fig. 1 can be written as a vector (1, 0) corresponding to the resources \( (R_1, R_2) \). Similarly, the maximum resource claims for the subprime region (7, 8) is (0, 2).

Notice that in our convention, we assume the claims reflect the status after the start node of the region. Thus, if a region starts with a resource request node, that resource need is counted in the maximum resource claims for the region; however, if a region starts with a resource release node, that resource is not counted. For example, node 7 in region (7, 8) is \( \text{REQ}_2 R_2 \), so the associated claim vector is (0, 2), but for the subprime region (10, 11) whose start node is \( \text{REL}_2 R_2 \), the associated claim vector is (2, 0).

In order to test the system safety more effectively in the banker’s algorithm, we will associate maximum resource claims with each node of the resource-request graph. One reason is that the maximum resource claims could be made more precise when a node gets closer to the end of a prime region; for example, in the prime region (6, 9, 10, 11), the maximum claims drop from (2, 0) as in node 10 to (0, 0) in node 11. Another reason for associating maximum resource claims with each node is that when a node is contained in more than one prime or subprime region (e.g., node 6 in Fig. 1), the corresponding maximum resource claims must accommodate the resource needs of all alternative execution paths. Thus, we give the following more general definitions.
DEFINITION 3. A region can be a prime region, a subprime region, or the union of regions sharing a common beginning subpath.

DEFINITION 4. The region associated with a node u, denoted region(u), is defined as the union of those prime or subprime regions having u as their start node. The maximum resource claims associated with region(u), denoted claim(u), consists of the union of the claims corresponding to the prime or subprime regions in region(u).

We define the MAX function and a binary relation “≤” on vectors as follows:

**DEFINITION 5.** Let \( B_i, \ldots, B_q \) be a set of vectors of the same arity. MAX \( \{ B_i, \ldots, B_q \} \) defines a vector whose j-th component equals the largest j-th component among all vectors \( B_i, \ldots, B_q \).

**DEFINITION 6.** Suppose A and B are vectors of the same arity. A ≤ B means each entry of A is less than or equal to the corresponding entry of B.

Using Fig. 1 as an example, the region associated with node 6 is region(6) = \{6, 7, 8, 9, 10, 11\}, which is a union of the prime regions \{6, 7, 8\} and \{6, 9, 10, 11\}, covering all alternative execution paths starting at node 6. Since the latter two regions have the maximum claims \((0, 2)\) and \((2, 1)\), respectively, for resources \((R_1, R_2)\), the union of these maximum claims gives \( claiming(6) = \text{MAX} \{ (0, 2), (2, 1) \} = (2, 2) \).

Notice that we use the set notation \{ \} for regions; but when a region is a prime or subprime region, we could also use the path notation ( ) which is common in Graph Theory. Table 1 gives the regions and the corresponding maximum resource claims for each of the nodes of process \( P_2 \) in Fig. 1.

We now present an algorithm which determines for each node of a resource-request graph the corresponding region and its maximum resource claims.

### Region Decomposition Algorithm

**Input.** A resource-request graph \( G \) (i.e., a rooted tree) of root node 0 represented in an adjacency list structure, where \( k \) is the number of nodes, and \( m \) is the number of resource types.

**Output.** Two arrays \( Regions[1..k, 1..k] \) and \( Claim[1..k, 1..m] \) such that for each node \( i \), \( 1 \leq i \leq k \), the row vectors \( Regions[i, 1..k] \) and \( Claim[i, 1..m] \) identify, respectively, the region and the associated maximum resource claims corresponding to node \( i \). That is, \( Regions[i, j] = 1 \) if node \( j \in \text{region}(i) \); 0 otherwise; and the row vector \( Claim[i, 1..m] = claim(i) \).

**Method**

**call Decomp(t, 0)**

/* start from root t, where 0 is an m-vector indicating zero allocated resources in the beginning */

**Procedure Decomp(u, res)**

/* a recursive procedure which computes for node u (and its descendants) its region \( Regions[u, 1..k] \) and the associated maximum claim vector \( Claim[u, 1..m] \) using a depth-first traversal; the parameter res is an m-vector giving the allocated resources immediately before the control enters node u; the statement numbers are included in the code for reference */

**TABLE 1**

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Regions</th>
<th>MaximumClaimVectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>{6, 7, 8, 9, 10, 11}</td>
<td>( R_2 ) ( R_2 )</td>
</tr>
<tr>
<td>7</td>
<td>{7, 8}</td>
<td>( 0, 2 )</td>
</tr>
<tr>
<td>8</td>
<td>{8}</td>
<td>( 0, 0 )</td>
</tr>
<tr>
<td>9</td>
<td>{9, 10, 11}</td>
<td>( 2, 1 )</td>
</tr>
<tr>
<td>10</td>
<td>{10, 11}</td>
<td>( 2, 0 )</td>
</tr>
<tr>
<td>11</td>
<td>{11}</td>
<td>( 0, 0 )</td>
</tr>
</tbody>
</table>

1) if node \( u = \text{REQ} i \), then
2) \( res = res + i \cdot e_i \), where \( e_i \) is a unit vector with the value 1 in the j-th position
3) else if node \( u = \text{REL} i \), then
4) \( res = res - i \cdot e_i \)
5) \( \text{Claims}[u, 1..m] = res \)

/* initialize the claims at u to be the allocated resources up to this point */
6) \( \text{Regions}[u, 1..k] = e_i \) /* initialize node u’s region to u itself */
7) for each child \( v \) of \( u \) do if \( u \) do for recursive calls */
8) call Decomp(v, res)
9) if \( res = 0 \) then
10) \( \text{Claims}[u, 1..m] = \text{Claims}[u, 1..m] \)
11) \( \text{Regions}[u, 1..k] = \text{Regions}[u, 1..k] \)

end Decomp

Theorem 1 summarizes the major facts about region decomposition.

**THEOREM 1.** The region decomposition algorithm applied to a resource-request graph of \( k \) nodes and \( m \) resource types satisfies the following properties:

1) The worst-case time and space complexity both are \( O(km + k^2) \).
2) The row vector \( Regions[1..k, 1..k] \) correctly computes region(u), the region associated with node \( u \);
3) The row vector \( Claim[1..k, 1..m] \) correctly computes claim(u), the maximum resource claims corresponding to region(u);
4) If \( u \) and \( v \) are two adjacent nodes of a resource-request graph, and \( v \) is a child node of \( u \), then either \( \text{claim}(u) = 0 \), i.e., node \( u \) is the end node of a prime region, or otherwise \( \text{claim}(v) \leq \text{claim}(u) \);
5) The region \( \text{region}(u) \) is the smallest region which covers node \( u \) and its alternative execution paths until all the allocated resources are released; that is, for any region \( R \) that also has this property, \( \text{region}(u) \subseteq R \) and
6) The regions corresponding to the nodes of the resource-request graph form a nested family, that is, any pair of these regions are either mutually exclusive or one is a subset of the other.

**PROOF. (Part 1)** It is obvious that the algorithm performs a depth-first traversal of the tree which consists of \( k \) nodes and \( k - 1 \) edges; the traversal visits \( O(k) \) nodes and edges assuming an adjacency list representation of the tree [1]. During the traversal, the time of applying the MAX function in Step 10 of the algorithm is \( O(m) \) for each node \( u \). Thus, the total time contributed by Step 10 in all recursive calls is \( O(k)O(m) = O(km) \), because there are \( O(k) \) edges and nodes. Similarly, the time of executing Step 11 in all recursive calls is \( O(k^2) \). Since the time of executing statements other than steps 10 and 11 is \( O(k) \), the total time complexity of the algorithm is \( O(km + k^2) \). Also, the algorithm uses \( O(km + k^2) \) space for the two arrays \( Regions[1..k, 1..k] \) and \( Claim[1..k, 1..k] \) (the adjacency list representation of the graph uses only \( O(k) \) space).

**(Parts 2 and 3.** Since the algorithm performs a depth-first traversal of the tree, it is obvious that the parameter \( res \) correctly updates the allocated resources at each node \( u \) using Steps 1, 2, 3, and 4, and this information is passed on to the child nodes of \( u \) in Step 8. Now we prove the correctness of computing the region and claims information for each node \( u \).

**We use induction on the distance from the node to the root.**

- **Basis.** If node \( u \) is a leaf node, its allocated resources \( res \) must be equal to 0, based on our assumption that all allocated resources will be released at a leaf node in a.
resource-request graph. In this case, Steps 5 and 6 correctly computes the region and claims for node \( u \), because none of the following Steps 7, 8, 9, 10, and 11 will be executed.

- **Induction.** Assume the region and claims are correct for each child node of node \( u \). First, node \( u \)'s claims are initialized in Step 5 to be the allocated resources after entering the node. Then, the recursive calls in Steps 7 and 8 correctly compute the claims for the children of node \( u \), by induction hypothesis. Finally, Step 10 takes \( \text{Claims}(v, 1..m) \), the claims of node \( u \)'s children reflecting the maximum needs after entering each child node \( v \), and forms the union of these claims with the allocated resources initialized in Step 5. This union computed by the MAX function gives the correct claim vector corresponding to node \( u \), according to Definition 4. Thus by induction, \( \text{Claims}(u, 1..m) \) correctly computes \( \text{claim}(u) \) for all node \( u \). A similar argument applies to the proof for the region computation.

**(Part 4)** If node \( u \) is not an end node of a prime region, then Step 10 computes \( \text{claim}(u) \) by applying \( \text{MAX} \) to the claim vectors of all its children, including \( \text{claim}(v) \); thus, \( \text{claim}(v) \leq \text{claim}(u) \) in that case.

**(Parts 5 and 6).** These two parts can also be proved by induction, similar to that of Parts (2) and (3). The proof is omitted here for brevity.

Notice that Part 5 of Theorem 1 implies that the regions computed by the decomposition algorithm are optimal in the sense that each region covers a minimum portion of the graph including alternative execution paths. As a result, the maximum claims at each node provide, prior to runtime, the best estimate of the maximum resource needs. This latter point will be formally proved in the next section. Since the original banker’s algorithm uses a single region and a single maximum claim vector for each process for testing system safety, our method of separating process states into multiple regions has the potential to improve resource utilization, when the corresponding maximum claim vectors are dissimilar.

### 2.2 Testing System Safety

Based on the maximum claim vectors computed by the decomposition algorithm for each process, a simple way to avoid deadlocks is to make system calls at each node declaring the current maximum claims at runtime. For a resource request node, the maximum claims are declared before requesting the resource, but for a resource release node, the maximum claims are declared after releasing the resource. This is consistent with the way in which the array \( \text{Claims}(1..k, 1..m) \) is computed in the algorithm. Since these maximum claims cover the resource needs of all alternative execution paths until the resources are released, and there is a single claim vector for each process at any given time during process execution, the original banker’s algorithm for testing system safety is still applicable [6]. We now summarize our extended banker’s algorithm as follows:

**Extended Banker’s Algorithm**

**Preprocessing.** Represent each process as a rooted tree of resource-request graph, and apply the decomposition algorithm to compute the regions and the associated maximum resource claims for each process.

**Runtime.** Insert operating system calls to declare the maximum resource claims at each resource request node and resource release node, so that the claims are declared before a resource request but after a resource release. The system would grant a resource request if the resulting state is safe, by applying the original banker’s algorithm for safety testing [6]. Further, blocked requests will be checked for potential unblocking whenever there is a resource release call or a resource claims declaration with reduced resource needs.

As a matter of implementation detail, the system calls are inserted at a node only if its claims are different from that of the parent node’s. Also, the region information (i.e., the array \( \text{Regions}(1..k, 1..l) \)) is not needed for testing the system safety, but was included in the decomposition algorithm for clarification purposes. Removing \( \text{Regions}(1..k, 1..l) \) and the related code reduces both the time and space complexity of the decomposition algorithm to \( O(km) \). If the \( n \) processes have respectively \( k_i \) nodes, \( 1 \leq i \leq n \), the total time and space needed in computing the claims information for all \( n \) processes is

\[
O\left(\sum_{i=1}^{n} k_i \right).
\]

In the following, we will provide a formal proof that shows the correctness of the system safety test using this method; that is, deadlocks are avoided for every combination of the execution paths of the processes at runtime. Furthermore, we will prove that the converse of this statement is also true; that is, without knowing which combination of the alternative execution paths to use prior to runtime, we must include all potential resource needs in declaring the maximum resource claims. Thus, our region decomposition algorithm produces an optimal set of maximum resource claims to avoid deadlocks. We need some definitions in order to define the system safety more formally.

**Definition 7.** Suppose process \( P_i \)’s current state of execution is represented by a node \( u_i \) in its resource-request graph, for \( 1 \leq i \leq n \). Let \( \text{region}(u_i) = \bigcup_{j=1}^{n} P_{ij}, \) a union of prime or subprime regions according to Definition 4. The maximum claim vectors \( C_{ij} \) corresponding to the regions \( P_{ij} \) are called the admissible claim vectors of process \( P_i \) for its current state of execution.

When the runtime state of the system is represented by a set of nodes, one from each process’s resource-request graph, and each node has a set of admissible claim vectors corresponding to the alternative execution paths, the system safety test should avoid deadlocks in all possible combinations of these claim vectors. Thus, we define the system safety as follows.

**Definition 8.** Let \( S_i \) denote the set of admissible claim vectors of process \( P_i \) for its current state, and let \( S = \bigcup_{i=1}^{n} S_i \) denote their Cartesian product. For each \( n \)-tuple \( Z = (C_1, ..., C_n) \in S \), which is a possible combination of admissible claim vectors of the processes \( P_i \) through \( P_n \), let \( G_Z \) denote the general resource graph depicting the current resource allocation, the available resources, and the worst-case requests made by each process \( P_i \) based on its admissible claim vector \( C_i \). The current system state is safe if \( G_Z \) is completely reducible for every \( n \)-tuple \( Z \in S \). A system state is unsafe if it is not safe.

According to this definition, if \( |S_i| = t_i \) for \( 1 \leq i \leq n \), a straightforward approach to testing system safety requires testing \( \prod_{i=1}^{n} t_i \) possible combinations of claim vectors. In each scenario, since Holt’s algorithm requires \( O(nm) \) time [6], the total time complexity
of the system safety test would require \(O(nm \prod_{i=1}^{t} t_i)\) time. One of the main objectives of this paper is to prove that the extended banker’s algorithm described previously, which uses a single maximum claim vector \(\text{claim}(u_i) = \text{MAX} \{C | C \in S_i\}\) for each process \(P_i\), provides an equivalent but more efficient procedure for testing the system safety.

**THEOREM 2.** Suppose the runtime state of the system is represented by a set of nodes \(u_i, 1 \leq i \leq n\), each taken from the corresponding process \(P_i\)’s resource-request graph. Let \(S_i\) denote the set of admissible claim vectors of process \(P_i\), for its current state, and let \(G\) denote the general resource graph depicting the current resource allocations, the available resources, and the worst-case requests using a single claim vector \(\text{claim}(u_i) = \text{MAX} \{C | C \in S_i\}\) for each process \(P_i\). Then the current system state is safe (according to Definition 8) if and only if the graph \(G\) is completely reducible.

**PROOF.** The “if” part is obvious because for each \(n\)-tuple \(Z = (C_1, ..., C_n)\), \(C_i \in \times S_i\) since each claim vector \(C_i \leq \text{claim}(u_i)\), the general resource graph \(G_Z\) is completely reducible if the graph \(G\) is completely reducible. To prove the “only if” part, suppose \(G\) is not completely reducible. Then there are \(k\) processes, call them \(P_{i_1}, ..., P_{i_k}\) for some \(k \leq n\), which are “blocked” after all possible reductions in \(G\) are complete [6]. That is, for each process \(P_{i_k} 1 \leq i \leq k\), there exists a request to some resource which has no available units. Since the requests of \(P_{i_k}\) in graph \(G\) are based on the claims in the claim vector \(\text{claim}(u_{i_k}) = \text{MAX} \{C | C \in S_{i_k}\}\), there exists an admissible claim vector \(C_{j_k}\) which has some request to an unavailable resource. Therefore, taking these claim vectors \(C_{i_1}, 1 \leq i \leq k\), and arbitrary admissible claim vectors \(C_{i_k+1}\) through \(C_n\) of processes \(P_{i_k+1}\) through \(P_n\), respectively, the general resource graph \(G_Z\), with \(Z = (C_1, ..., C_n)\), can not be completely reduced. Thus the system state is unsafe according to Definition 8. This proves the “only if” part. \(\square\)

The following example illustrates the “only if” part of Theorem 2.

**EXAMPLE 2.** Consider the two processes depicted in Fig. 1 sharing some resource which has no available units. Since the resource allocation information, to form a general resource graph as in Fig. 3. Since this graph is not completely reducible, granting \(P_2\)’s request would result in an unsafe state according to the theorem; thus this request will be denied. The reason we should deny this request is because continuing from node 6, process \(P_2\) may proceed into the region \([7, 8]\), which would make a request \(\text{REQ}_2\) at node 7, resulting in a deadlock.

**3 CONCLUSION**

In this paper, we proposed an extension of the banker’s algorithm for deadlock avoidance. Assuming that the control flow of the resource-related calls of each process forms a rooted tree, we proposed a quadratic-time algorithm which decomposes these trees into regions and computes the associated maximum resource claims, prior to process execution. This information is then used at runtime to test the system safety using the original banker’s algorithm. We proved that the region decomposition algorithm provides an optimal set of maximum claim estimates, and that the criteria used in the system safety test are both necessary and sufficient to avoid deadlocks. Thus, the extended banker’s algorithm has the potential to improve the resource utilization while incurring low runtime overhead. For future work, we plan to investigate the patterns of resource-related calls in real-time system software, and to investigate the practicality of the proposed deadlock avoidance algorithm. Also, we plan to generalize the region decomposition algorithm to consider more general resource-request structures.
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