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MATRIX INVERSION AND GAUSS-SEIDEL

Figure 8.3

Graphical depiction of the
Gauss-Jordan method, with
matrix inversion. Note that the
superscript = 1s denote that
the original values have been
converted 10 the matrix inverse,
They do not represent the
value 1/a;.
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EXAMPLE 8.2

Use of the Gauss-Jordan Method to Compute the Matrix Inverse

Problern Statement: Determine the matrix inverse of the system solved previou
Example 7.5. Obtain the solution by multiplying [4)~! by the right-Xand-side
{C}T=17.85 ~19.3 71.4). In addition, obtain the solution for a different right
side vector: {C}7 = [20 50 1i5).

Solution: Augment the" coefficient matrix with an identity matrix:

3 -0 =02 1] 1 00
A)=]00 7° -03 | 0 1 o
03 -02 10 | 0 0 |

Using a;, as the pivot element, normalize row ! and use it to eliminate x| from th
rows:

—0.0666667 |

1 —0.0333333 0.333333 0 0
0 7.00333  -0.293333 | -0,0333333 ] o0
0 -0.190000  10.0200 | —-0.0%9995 o )

Next, @as can be used as the pivol element and X2 is eliminated from the other 1.

I 0 -0.068057 | 0.333175  0.004739329 0
0 1 -00417061 | -0.00473933 0.142180 0
0 0 10.012¢ | ~0.10090 0.0270142 1

Finally, a3a is used as the pivotl element and X3 is eliminaled from the other row

{1.0 0 | " 0.332480 0.00492297 0.00679813
0 1 0| -0.0051644 0.142293 0.00418346

0 0 1 | -0.0000779 0.00269816 0.0998801

Therefore, the inverse is
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THE MATRIX INVERSE

0.332489  0.00492297 0.00679813
(A]"'=|-0.0051644 0.142293  0.00418346
' —0.0100779 0.00269816 0.0998801
Now, the inverse can be muhii:lied by the first right-hand-side vector 10 determine the
solution:
x, = 7.85(0.332489) — 19.3(0.00492287) + 71.4(0.00679813) . | k
= 3.0004118] *.'. '
x = 7.85(—0.0051644) — 19.3(0.142293) + 71.4(0.004 18346) /
= —2.48809640 ' )
x5 = 7.85(—0.0100779) — 19.3(0.00269816) ,+ 71.4(0.0998801) .
= 7.00025314 | :
The second solution is simply obtained by performing another multiplication, as in ;
x =20(0.332489) + 50(0.00492297) + 15(0.00679813) :
= 6.99790045 : .
x; = 20{—0.0051644) + 50(0.142293) + 15(0.00418346) ;
= 7.0741139 ° | :
12 = 20(~0.0100779) + 50{0.00269816) + 15(0.099880}) '
= 1.43155150 o

: "‘-.!'; . PR

Although the matrix inverse provides a handy and straightforward way 10 evaluate
multiple right-hand-side vectors, it is not the most efficient algorithm for making such
evaluations. In the next chapter, we will present LU decomposition methods that employ
ewer operations to perform the same task. However, as will be elaborated in Sec. 8.1.3,
the elements of the inverse are extremely useful in their own right, :

/

"
. /' : Computer Algorithm for Martrix Inversion.  The computer algorithm from Fig. 8.2 can
be modified 1o calculate the matrix inverse. This involves augmenting the coefficient
matrix with an identity matrix at the beginning of the program. In addition. some of the -
.loop indices must be increased in order that the computations are performed for all the
columins of the augmented coefficient matrix.

Note that an alternative met it
—which is based on LU decomposition, will be described i”

9.5.1.
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=3 -.1 -.2; .1 7 -.3; .3 -.2 10)

3.0000 -0.1000 -0.2000.
0.1000 7.0000 -0.3000 .
0.3000 -0.2000 10.0000 )
nv(a)
0.3325 0.0049 0.0068
-0.0052 0.1425 0.0042
-0.0101 0.0027 0.0299
nvi{a)*a
1.0000 -0.0000 0.0000
0.0000 1.0000 0
-0.0000 0 - 1.0000
et (a)
10.3530
ank (a)
3
~ef (a) . f
\:
1 0 0
0 1 0
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EXAMPLE 10-5 Matrix Multiplication

elements of the matrices, The value in position 1,] of the product of two
matrices is the dot product of row ] of the first matrix and columnJ of the
second matrix, as shown in the surmmation equation:

[e(if)] — 3 a(ik)=blk)
 k

In the equation, 1 and j are fixed values, and k varies in the summation.

Because dot products require that the arrays have the same number
of elements, we must have the same number of elements in each row of
the first matrix as we have in each column of the second matrix to
compute the product of the two matrices. The product matrix has the
same number of rows as the first matrix and the same number of columns
as the second matrix. Thus, if A and B both have 5 rows and 5 columns,
their product has 5 rows and § columns. If A has 3 rows and 2 columns,
and B has 2 rows and 2 columns, their product has 3 rows and 2 columns,
To illustrate, matrix A is multiplied by matrix B, and the result is a new
matrix C: .

1.0 22
A={ 30 40 Bn[LO _3”]

1.0 0.0 2.0 6.0
8.4 102
AB=C=| 200 15.0
~40 3.0

A subroutine to multiply two matrices must have the sizes of both
input arreys in addition to the arrays themselves. The result of the
multiplication must be an additional array because the original values
.are needed more than once in calculating the product.

Solution

In the subroutine, we print an error message if the input sizes are not
correct:

SUBROUTINE MULTMX(A,AROW,ACOL,B,BROW,BCOL,
+ C,CROW,CCOLY o

This subroutine multiplies arrays A and B
and stores the product in array C.

INTEGER AROW, ACOL,BROW,BCOL,CROW, CCOL, T, J,K
REAL A(AROW,ACOL),B(BROW,BCOL),C(CROW, CCOL)
LOGICAL ERROR

ERROR = .FALSE.

IF (ACOL.NE.BROW) ERROR
I1F (AROW.NE.CRDW) ERROR
IF (BCOL.NE.CCOL) ERROR

* % % %

- TRUE,
.TRUE.
. TRUE.

*
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IF (ERROR) THEN
PRINT*, 'ERROR IN ARRAY SIZES'
ELSE
DO 30 I=1,CROM : -
PO 25 J=1,CCOL .
c(1,d) = 0.0
PO 15 K=1,ACOL .
CCI,Jd) = C(I,J) + ACY,KI*B(K,J) ’
15 CONTINUE
25 CONTINUE
~ 30  CONTINUE
ENDIF

RETURN
END

Horeasevearssrerenes T e T T T L -w

In Section 10-7, our application solves simultaneous equations using matri-
ces. Systems of simultaneous equations are often used in the stress analysis of
mechanica) systems, in the analysis of a fluid-flow system, and in the analysis of
current or voltages in an electrical circuit. The design of airplane control systems
also requires the solution of systemns of simultaneous equations. The information
from these applications is stored in a matrix, and we solve the system of simulta-
neous equations represénted by this matrix to complete the desired analysis.

-7 APPLICATION—-DETERMJNANTS [Electrica
Engineering) 8

.In this appYcation, we develop a program to solve three sim

equations. A geperal set of three simultaneous equations ¢car{' be written in the

following form:

of three simultaneous equations. We

There are many ways to solve a sy
inants, Recall that a determinant is a

choose Cramer's Rule, which us
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Piogiams I e e
{£) Sample Out . o

L/CG—i Geruss Eliminetion

vgnapted matrix

0.00000e+00 ~1.00000e+00 2.00000e400 0.000p0e+00 4,
~2,000Q0e+00 2.00000e+00 -1,00000e+00 0.0p000e+00 ¥..
~2.00000+00 4.00000e400 3.00000e400 1 A0000e+00 u‘]l

Machine eptilon=2.775558e-17 ;}‘._‘ .

Determinant = =16 1.
Solution :
i x (i) ] \e’) 5 .

1 2 \87500e " Il

2 1. 7%0000e+0 P1hEe N

3 1.75bQ00e-01 T i
------------------------- Sl W U i g !

\ 1]

(D) Discussions

The solution for the egdation

o -1 2\ /x, 0 , :
"—2 4 3 X; 1 ’ ‘.;
|

is found in the foregoing output. The value of the deter
equpfion is well behaved. (I the determinant is ¢ ¢ly small, it indicates thal'thg
rix is ' gulat-ssa-ihessebu%n 91101 be reliable.) The machine epsilon is -
o 447€-T7 because the program uses dodble precision and is executed on VAX (see Sec- k ' -
fion 131 4) :

PROGRAM 6~2 Matrix Inversion \ R f
;-
]

(A) Explanations

This program finds the inverse of 2 matrix A~! for a nonsingular square matrix A. 2
The inversé of a matrix can be obtained as follows: Write 4 and J {identity matrix) . B
iry an augmented form as [ 4, I]. Then the inverse is found where originally the identity -
matrix was writlen. Pivoting does not affect the inverse matrix computed. .
In the present program, Gauss elimination is used rather than the Gauss-Jordan - " -
elimination. With Gauss elimination, each column of the jdentity matrix originally .
in the augmented matrix is viewed as a set of inhomogentous terms. Gauss elimina- i .
tion for each column is done not separately but simultaneously. When the Gauss !
elimination is completed, the columns for the original identity matrix are filled with
the solution of the Gauss elimination, which exactly comprises the inverse matrix.
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w Chap. 6 Numerical Linear Algebra

N

Gauss elimingtion in this program is performed in double precision by gauss()
thet is essentially same as gzuss() in PROGRAM 6-1.

The matrix for inversion &nd an identity mairix in &n augmented form should
be written in the declaration statement for a_init{ ][], which zre later copied 1o

A {103
(B) List

/* CSL/cE-2.cC Metrix Inverszion */
finclude <cidio. k>

tircluce «<gidlib . h>

¢bincluce <mgth. h>

/" ali){[3) : metrix element
n : créder cf matrix
¢rs @ mechine eperilon */
main ()
{
inv I, 3, _i, i
stetic n = 3;
static ficat a_init[ll}{Zl;= {{ 2, 1,-3, i, G, D0y,
-1, 3: 2, 0, 1, 0}:
[ 3: 1,"3, 0: 0, 1))!
cdovble &li1l1)]2)]);
void ceuse ()}
static int _sini = 1;
{ /* Initializaticrn cf maetrix elements*/
fer{ j = 1; j <= 2*'n; j++ }
{ fer 4 =3 5 L «=n; i++ ) eli)ij] = a_init{i-1)[3j-2]);
)
)
primtf[ "\nCSL/CE-2 Merrix Inversion \n\n" )
printf{ "Oricinal) Matrizin" )3
for{ i = 1; 1 <= n; i=-= )
! fecl o= l; 3 <= 3; 34+ ) printf{ " Ri2.%e ", alil{3) ):
rincf *\Nn" o)
H
ceveel n, a });
printf{ "Iaverze Mzrrix\n" );
for{ i = 1; i <= n; 144 )
{ princf{ " " };

for( 3 = n + 2; § <= (n*2}; J*+ } printf( " %32.5e ", &{i) (3} }:
printf{ "\n" };

printf! "\p\n" }; exit(D);
)

void gaussi(n, a)

int n; double 2[)[Z21);

i

int i, 3, jc, jr. k., ke, m, nv, pv;

double det, eps, epsl, ep:c?, r, temp, tm, va; .
eps = 1.0; epsl = 1.0; T -
vwhile( epsl > 0 ) |

€ps = eps/2.0; epsl = eps*0.58 + 1.0; epsi=epsl - 1;

}

e kXt Ve =
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Prograrms

eps = =" . o .
Mechine epsilon = %11.%5e \n", eps };

printf( ™
eps? = epS*Z;
det » 1.0: /* Initimlizetion of determinant */
forl 4w 3; i <= (n - 1); i++ )

pv « 12

for{ 9.2 4 + 1; J <= n; j++ )|
{f( fabs( alpv)li} ) < febs{ al[3)(i) ) )} pv =

} .
if(pv != i)
for { jc = 1; jc <= [n*2}; je++ )|
tm = afi}ijc): &li)[je) = elpv)lic); alpv)ijc] = tm;
)
det = -det;

)
if( det == 0 }{
printf( "Metrix is singular.\n" ); exit(0):

3
forl Jr e« & + 1; Jr <= n; Jr++ )
if¢ a(ir}[d) '= 0 ) { k!

r = wiir)(i)/ali)(i): t
for{ ke = 1 + 1; ke <= [n*2); kced )| -
temp = aljr)[ke); i
a{jr)(kec) = aljr)lke) - rrali](kel: ;
if( fabs{ e(ir)|kc} ) < eps2*temp } al[ir)ike)l = 0.0; . |

}

)]
for( i = 2; 1 <= n; i++ ) det = det*afi)li});
rintfl " Determinant=%11.5e \n", det ):
if({ aln)in) 1= 0| _
 forl m = n 4+ 1; m <w {p*2); m+t ) {
. e[n}Im) = a{n) [m)/aln}{n):
foxrl nv = n ~ 1; nv = 1; nv=-= J{ .
va = a[nv](m}; C0
for (ke=nv+l; k<=n; k++) va=va - alnv)(X)*alk)[m];
a{nv)[m) = va/alnv) [nv}];
} iE.

} returny

T el

(C) Sample Output

e L

csL/C6-2 Matrix Inversion

Tl

original Metrix
2.00000e+00 1.00000e+00 =-3.00000e+00

-1.00000e+00 3.00000e+00 2.00000e+00
3.00000e+00 1.00000e+00 ~3.00000e+00

Machine epsilon = 2.77555«.-#17‘____——
Determinant=1.10000e+01
lnverse Metrix , _ .
-1,00000e400  0.00000e+DC  1.00000e+0Q i

2.72727e~-01 - 2.72727e-01 -9,0508}e-02
«~9,08091e~0} . 9.05081e-02  6.36364e~01
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