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#### Abstract

In this paper we initiate the study of finding fair and efficient allocations of an indivisible mixed manna: Divide $m$ indivisible items among $n$ agents under the popular fairness notion of maximin share (MMS) and the efficiency notion of Pareto optimality (PO). A mixed manna allows an item to be a good for some agents and a chore for others, and hence strictly generalizes the well-studied goods (chores) only manna. For the goods manna, non-existence of an MMS allocation prompted a series of works on finding approximate MMS allocations, and the best factor known to date is $\alpha=\sim 3 / 4$, while non-existence is only known for $\alpha$ close to 1 . The problem of finding $\alpha$-MMS allocation for the (near) best $\alpha \in(0,1]$ for which it exists, remains unresolved even when the number of agents is a constant, while the problem of finding $\alpha-M M S+\mathrm{PO}$ allocation is unexplored for any $\alpha \in(0,1]$.


We make significant progress on the above questions for the case of mixed manna. First, we show that for any $\alpha>0$, an $\alpha$-MMS allocation may not always exist, thus ruling out solving the problem for a fixed $\alpha$. Second, towards computing $\alpha-M M S+$ PO allocation for the best possible $\alpha$, we obtain a dichotomous result: We derive two conditions and show that the problem is tractable under these two conditions, while dropping either renders the problem intractable. The two conditions are: (i) number of agents is a constant, and (ii) for every agent, her absolute value for all the items is at least a constant factor of her total (absolute) value for all the goods or all the chores.

In particular, first, for instances satisfying (i) and (ii) we design a PTAS - an efficient algorithm to find an $(\alpha-\epsilon)$-MMS and $\gamma$-PO allocation when given $\epsilon, \gamma>0$, for the highest possible $\alpha \in(0,1]$. Second, we show that if either condition is not satisfied then finding an $\alpha$-MMS allocation for any $\alpha \in(0,1]$ is NP-hard, even when a solution exists for $\alpha=1$. On $m$ item instances our PTAS runs in time $2^{O\left(1 / \min \left\{\epsilon^{2}, \gamma^{2}\right\}\right)}$ poly(m) for given $\epsilon$ and $\gamma$, and therefore gives polynomial run-time for $\epsilon, \gamma$ as small as $O(1 / \sqrt{\log m})$.

As corollaries, our algorithm resolves the open questions of designing a PTAS for a goods manna and a chores manna with constantly many agents to find an $\alpha$-MMS allocation for the best possible $\alpha$; the best known was $\alpha=\sim 3 / 4$ for goods manna, and $\alpha=9 / 11$ for chores manna. To the best of our knowledge, ours is the first algorithm that ensures both approximate MMS and PO guarantees. In terms of techniques, for the first time, we use an LP-rounding through envy-cycle elimination as a tool to solve an MMS problem and ensure PO, which may be of independent interest.

## 1 INTRODUCTION

Finding fair and economically efficient allocations of indivisible items is a fundamental problem that arises naturally in various multi-agent systems [Ste48, BT96, Vos02, Mou04, EPT07, Bud11, $\mathrm{GHS}^{+}$18], for example, school seats assignment, spectrum allocation, air traffic management, allocating computing resources on a network, splitting assets and liabilities in partnership dissolution, and office tasks. Many of these involve both goods that are freely disposable and chores that have to be assigned. In this paper we study the problem of finding fair and efficient allocations of a mixed manna, i.e., a set $\mathcal{M}$ of discrete items that are goods/chores, among a set $\mathcal{N}$ of agents with additive valuations. We note that a mixed manna allows an item to be a good (positively valued) for some agents, and a chore (negatively valued) for others, and thereby strictly generalizes the extensively studied goods (chores) manna (See Appendix E for a detailed discussion on related works).

To measure fairness and efficiency we consider the popular and well studied notions of maximinshare (MMS) (e.g., see [Bud11, KPW18, AMNS17, GHS $\left.{ }^{+} 18, \mathrm{FGH}^{+} 19, \mathrm{GT} 20\right]$ ) and Pareto optimality $(\mathrm{PO})$ respectively. Pareto optimality is a sought after notion in economics, and when achieved means that there is no other allocation that makes all the agents better off and at least one of them strictly better off. The fairness notion of maximin-share is inspired from the classical cut-and-choose mechanism ${ }^{1}$. The MMS value of agent $i$ is the value that she can guarantee herself if she is to partition (cut) $\mathcal{M}$ into $n=|\mathcal{N}|$ bundles, given that she is the last agent to choose her favorite bundle. Naturally, she will try to maximize the minimum valued bundle in the partition. Formally, if $\Pi_{n}(\mathcal{M})$ represents all possible partitions $\left(A_{1}, \ldots, A_{n}\right)$ of $\mathcal{M}$ into $n$ bundles, and $v_{i}$ is her valuation function, then

$$
\begin{equation*}
\operatorname{MMS}_{i}(\mathcal{M})=\max _{\left(A_{1}, \ldots, A_{n}\right) \in \Pi_{n}(\mathcal{M})} \min _{k \in[n]} v_{i}\left(A_{k}\right) \tag{1}
\end{equation*}
$$

An MMS allocation is one where every agent gets at least her MMS value. The problem of finding an MMS allocation has seen extensive work in the case of a goods (chores) only manna, while no results are known for the mixed manna. Even for the goods (chores) manna, no work has explored the PO guarantee in addition to MMS, to the best of our knowledge; finding fair+(approximate) PO allocations has been studied for other fairness notions like EF1 and Prop1 [BKV18, ZP20, AMS20]. In this paper we initiate the study of finding an MMS + PO allocation for a mixed manna.

For the goods manna, the notable result of Kurokawa, Procaccia and Wang [KPW18] showed that an MMS allocation may not always exist, but $\alpha$-MMS allocations, where every agent gets at least $\alpha$ times her MMS value, exist for $\alpha=2 / 3$. This prompted works on efficient computation of an $\alpha$-MMS allocation for progressively better $\alpha \in[0,1]$ [AMNS17, BKM17, GMT18, GHS ${ }^{+} 18$ ]; the best factor known so far is $\alpha=(3 / 4+1 /(12 n))$ by Garg and Taki [GT20] for $n \geq 5$ agents. With a chores manna, MMS values are negative, and an $\alpha$-MMS allocation gives each agent $i$ a bundle of value at least $\frac{1}{\alpha} \cdot \mathrm{MMS}_{i}$. For this case too, starting from the work [ARSW17] for $\alpha=1 / 2$, a series of works improved it to $9 / 11$ [BKM17, HL19].

With a mixed manna we show that, for any fixed $\alpha \in(0,1]$, an $\alpha$-MMS allocation may not always exist (see Appendix B); in contrast, non-existence with a goods manna is known for $\alpha$ close to one [KPW18]. This rules out efficient computation for any fixed $\alpha$, and naturally raises the following problem.

Design an efficient algorithm to find an $\alpha-\mathrm{MMS}+\mathrm{PO}$ allocation for the best possible $\alpha$, i.e., the maximum $\alpha \in(0,1]$ for which it exists.

This exact problem is intractable: In the case of identical agents, an $(\alpha=1)$-MMS allocation exists by definition. However, finding one is known to be NP-hard for a goods manna. ${ }^{2}$ On the positive side, a polynomial-time approximation scheme (PTAS) is known for this case due to [Woe97]; given a constant $\epsilon \in(0,1]$, the algorithm finds a $(1-\epsilon)$-MMS allocation in polynomial time. No such result is known when the agents are not identical. Guaranteeing PO in addition adds to the complexity, since even checking if a given allocation is PO is coNP-hard even with two identical agents [ $\left.\mathrm{ABL}^{+} 16\right]$. In light of these results, we ask,
Question. Can we design a PTAS, namely an efficient algorithm to find an ( $\alpha-\epsilon$ )-MMS $+\gamma-\mathrm{PO}$ allocation, given $\epsilon, \gamma>0$, for the best possible $\alpha$ ?

[^0]Our Contribution. In this paper we make significant progress towards this question for mixed manna by showing the following dichotomy result: We derive two conditions and show that the problem is tractable under these conditions, while dropping either renders the problem intractable. The two conditions are: (i) number of agents $n$ is a constant, and (ii) for every agent $i$, her total (absolute) value for all the items $\left(\left|v_{i}(\mathcal{M})\right|\right)$ is significantly greater than the minimum of her total value of goods ( $v_{i}^{+}$) and her total (absolute) value for chores $\left(v_{i}^{-}\right)$, i.e., for a constant $\tau>0,\left|v_{i}(\mathcal{M})\right| \geq$ $\tau \cdot \min \left\{v_{i}^{+}, v_{i}^{-}\right\}$.

In particular, first, for instances satisfying (i) and (ii), we design a PTAS (as asked in the above question). Second, we show that if either condition is not satisfied, then finding an $\alpha$-MMS allocation for any $\alpha \in(0,1]$ is NP-hard, even with identical agents where a solution exists for $\alpha=1$. This hardness is striking because it shows inapproximability within any non-trivial factor when either $(i)$ or $(i i)$ is not satisfied. This also indicates that the two conditions are unavoidable.

Our algorithm, in principle, gives a little more than a PTAS. It runs in time $2^{O\left(1 / \min \left\{\epsilon^{2}, \gamma^{2}\right\}\right)}$ poly(m) for given $\epsilon, \gamma$, thus gives polynomial run-time for $\epsilon, \gamma$ as small as $O(1 / \sqrt{\log m})$, where $m=|\mathcal{M}|$.
$\alpha$-MMS + PO for goods (chores) manna. As a corollary, we obtain a PTAS for finding $\alpha$-MMS + PO allocations of a goods manna and a chores manna when the number of agents is a constant. This improves the previous results for these settings in two aspects: (i) provides the best possible approximation factor; factors better than the general case known for good manna are $4 / 5$ for $n=4\left[\mathrm{GHS}^{+} 18\right], 8 / 9$ for $n=3$ [GM19], and 1 for $n=2$ [BL16], and (ii) provides an additional (approximate) PO guarantee.
Challenges. The key challenge in solving this question is handling items of high value to any agent. In the goods or chores mannas, these items can be greedily assigned, for example as singleton bundles. But in a mixed manna, high valued goods (chores) may have to be bundled with specific sets of chores (goods) or low valued items to form lesser valued bundles. Secondly, the MMS values of the agents, and the $\alpha$ for which $\alpha$-MMS allocation exist, both are not known. In fact, computing the exact MMS values is NP-hard (even with a goods manna).

PTAS to find MMS values. As the first key step for our main algorithm, we design a PTAS that returns $(1-\epsilon)$ approximate $M M S$ values of agents, which may be of independent interest.

A new technique to prove PO. Since certifying a PO allocation is a coNP-hard problem [ABL $\left.{ }^{+} 16\right]$, known works maintain a PO allocation with market equilibrium as a certificate [BKV18, MG20, GM20]. We develop a novel approach to ensure PO with $\alpha-$ MMS through LP rounding. The LP itself is intuitive, however the rounding is involved. It makes use of envy-graph and properties of the MMS in a novel way. This approach may be of independent interest.

Organization. Section 2 gives a formal definition of the problem and notations. Section 3 discusses the main result of PTAS for the $\alpha-\mathrm{MMS}+\mathrm{PO}$ problem with the best possible $\alpha$; the formal proofs missing from this section due to space limitations are in Appendix A. The formal and complete discussion of the PTAS for computing MMS values for the case when MMS $\geq 0$ is in Section 4 and for the MMS < 0 case is in Appendix C. Appendix B discusses the non-existence of $\alpha$-MMS allocation for any $\alpha \in(0,1]$. Finally, the discussion of NP-hardness results is in Appendix D.

## 2 PROBLEM DEFINITION AND NOTATIONS

Notations. We use $[k]$ to denote the set $\{1,2 \cdots, k\}$. For $c \in \mathbb{R}, c^{+}$denotes $\max \{c, 0\}$.
We consider the problem of allocating a set $\mathcal{M}$ of $m$ indivisible items among a set $\mathcal{N}$ of $n$ agents in a fair and efficient manner, with the fairness notion of maximin share (MMS) and the efficiency
notion of Pareto-optimality (PO). Each agent $i \in \mathcal{N}$ has an additive valuation function $v_{i}: 2^{\mathcal{M}} \rightarrow \mathbb{R}$ over sets of items. For a set $S \subseteq \mathcal{M}$, her value is $v_{i}(S)=\sum_{j \in S} v_{i j}$. Agents are called identical if their $v_{i} S$ are the same function; in this case, the valuation function is denoted by $v$.

The set of items valued non-negatively (negatively) by an agent $i$ are called her Goods (Chores), and denoted by $\mathcal{M}_{i}^{+}=\left\{j \mid v_{i j} \geq 0\right\}\left(\mathcal{M}_{i}^{-}=\left\{j \mid v_{i j}<0\right\}\right)$. The sets of all the goods and all the chores of the instance are defined as respectively $\mathcal{M}^{+}:=\cup_{i} \mathcal{M}_{i}^{+}$, and $\mathcal{M}^{-}:=\mathcal{M} \backslash \mathcal{M}^{+}$. We refer to an item $j$ as a good if $v_{i j} \geq 0$ for some agent and as a chore if $v_{i j}<0$ for all agents.
MMS values and allocation. Let $A^{\pi}=\left\{A_{1}, A_{2}, \cdots, A_{n}\right\}$ denote a partition of all the items among the $n$ agents, referred as an allocation, i.e., $A_{i} \cap A_{i^{\prime}}=\emptyset$ for all distinct $i, i^{\prime}$ in $\mathcal{N}$, and $\cup_{i} A_{i}=\mathcal{M}$. And let $\Pi_{n}(\mathcal{M})$ be the set of all possible allocations of $\mathcal{M}$ among $n$ agents. The maximin share (MMS) value of an agent $i$ is defined as

$$
\operatorname{MMS}_{i}^{n}(\mathcal{M})=\max _{\left(A_{1}, \ldots, A_{n}\right) \in \Pi_{n}(\mathcal{M})} \min _{k \in[n]} v_{i}\left(A_{k}\right)
$$

We refer to $M M S_{i}^{n}(\mathcal{M})$ by $M M S_{i}$ when the qualifiers $n$ and $\mathcal{M}$ are clear, and by $M M S$ when agents are identical. Note that $\mathrm{MMS}_{i}$ can be negative too.

Definition $2.1\left(\alpha-M M S\right.$ allocation). $A^{\pi}$ is called an $\alpha-M M S$ allocation for an $\alpha \in$ ( 0,1 ], if for each agent $i \in \mathcal{N}$ we have $v_{i}\left(A_{i}\right) \geq \alpha \mathrm{MMS}_{i}$ if $\mathrm{MMS}_{i} \geq 0, v_{i}\left(A_{i}\right) \geq(1 / \alpha) \mathrm{MMS}_{i}$, if $\mathrm{MMS}_{i}<$ 0 . Equivalently, $v_{i}\left(A_{i}\right) \geq \min \left\{\alpha \mathrm{MMS}_{i},(1 / \alpha) \mathrm{MMS}_{i}\right\}$. When $\alpha \leq 0$, for simplicity, we define any allocation as $\alpha-\mathrm{MMS}$.
$\gamma$-Pareto optimal $(\gamma-\mathrm{PO})$ and $\gamma$-Pareto dominating allocations. An allocation $A^{\pi}$ is said to be $\gamma$-PO if there does not exist any $B^{\pi} \in \Pi_{n}(\mathcal{M})$, called an allocation $\gamma$-Pareto dominating $A^{\pi}$, such that $\forall i \in \mathcal{N}, v_{i}\left(B_{i}\right) \geq(1+\gamma) v_{i}\left(A_{i}\right)$ if $v_{i}\left(A_{i}\right) \geq 0$, and $v_{i}\left(B_{i}\right) \geq \frac{1}{(1+\gamma)} v_{i}\left(A_{i}\right)$ if $v_{i}\left(A_{i}\right)<0$, and for at least one $i$ the inequality is strict.

An allocation is called PO if it is $0-\mathrm{PO}$. It is easy to see that if there exists an $\alpha-M M S$ allocation for a given instance then there is one that is both $\alpha-M M S$ and PO (and thereby also $\gamma-\mathrm{PO}$ ). This is because if an allocation $B^{\pi}$ Pareto dominates an $\alpha-M M S$ allocation $A^{\pi}$, then $B^{\pi}$ is also $\alpha-M M S$.

Since the problem of finding $\alpha-M M S$ allocation is NP-hard for any $\alpha \in(0,1]$, we design a PTAS to compute an $\alpha-M M S+\mathrm{PO}$ allocation for a sub-class of instances. To characterize this sub-class, we will need the following definition.

For each agent $i \in \mathcal{N}$, define $v_{i}^{+}=\sum_{j \in \mathcal{M}_{i}^{+}} v_{i j}$ and $v_{i}^{-}=\sum_{j \in \mathcal{M}_{i}^{-}}\left|v_{i j}\right|$.
Definition $2.2\left(\alpha-M M S+\right.$ PO Problem). Given an instance $\left(\mathcal{N}, \mathcal{M},\left(v_{i}\right)_{i \in \mathcal{N}}\right)$ and $\alpha \in(0,1]$ where,
(1) the number of agents $n$ is constant, and
(2) for some constant $\tau>0$, for every agent $i \in \mathcal{N},\left|v_{i}(\mathcal{M})\right| \geq \tau \cdot \min \left\{v_{i}^{+}, v_{i}^{-}\right\}$,
either find an allocation $A^{\pi} \in \Pi_{n}(\mathcal{M})$ that is both $\alpha-\mathrm{MMS}$ and PO , also called an $\alpha-\mathrm{MMS}+\mathrm{PO}$ allocation, or correctly report that such an allocation does not exist for the given instance.

The above problem without the PO guarantee is called the $\alpha$-MMS problem. Unlike the goods manna or the chores manna, for the mixed manna an $\alpha-M M S$ allocation may not exist for any $\alpha>0$, as shown in Appendix B. Therefore, for a mixed manna, we can only hope to find an $\alpha-\mathrm{MMS}$ allocation for the maximum possible $\alpha$ value for the given instance, formally defined below.

Definition 2.3 (OPT- $\alpha-M M S+$ PO Problem.). Given an instance $\left(\mathcal{N}, \mathcal{M},\left(v_{i}\right)_{i \in \mathcal{N}}\right)$, find an allocation which is $\alpha-\mathrm{MMS}+\mathrm{PO}$ for an $\alpha \in(0,1]$ such that there is no $\alpha^{\prime}-\mathrm{MMS}$ allocation for any $\alpha^{\prime}>\alpha$.

Note that, given an algorithm for the $\alpha-\mathrm{MMS}+\mathrm{PO}$ problem it is easy to solve OPT $-\alpha-\mathrm{MMS}+\mathrm{PO}$ by doing a binary search on the value of $\alpha$. We design a PTAS for the former in Section 3 and thereby solve the latter efficiently up to a small error. By PTAS we mean, given constants $\epsilon, \gamma>0$, in polynomial-time it either returns an $(\alpha-\epsilon)^{+}-\mathrm{MMS}+\gamma-\mathrm{PO}$ allocation, or correctly reports that no $\alpha$-MMS allocation exists.

The following observations will be useful in what follows (See Appendix A for proofs).
Lemma 2.1. $v_{i}(\mathcal{M}) \geq 0$ iff $\mathrm{MMS}_{i} \geq 0$.
Lemma 2.2. $\mathrm{MMS}_{i} \leq v_{i}(\mathcal{M}) /|\mathcal{N}|$ for all $i \in \mathcal{N}$.

Lemma 2.3. [Scale Invariance] $\alpha$-MMS + PO allocations for the instances $\left(\mathcal{N}, \mathcal{M},\left(v_{i}\right)_{i \in \mathcal{N}}\right)$ and $\left(\mathcal{N}, \mathcal{M},\left(v_{i}^{\prime}\right)_{i \in \mathcal{N}}\right)$ are the same when for all $i, j, v_{i j}^{\prime}=c_{i} \cdot v_{i j}$ for some constants $c_{i}>0$.

## 3 PTAS FOR $\alpha$-MMS + PO WITH NON-IDENTICAL AGENTS

In this section, we present our main result, namely a PTAS for the OPT $-\alpha-M M S+$ PO problem.
For OPT $-\alpha-$ MMS + PO the crucial step is to get a PTAS for the $\alpha-$ MMS + PO problem, discussed next. Recall that the definition of the latter, namely Definition 2.2, assumes two conditions on the input instance $\left(\mathcal{N}, \mathcal{M},\left(v_{i}\right)_{i \in \mathcal{N}}\right):(i)$ number of agents is a constant, and (ii) for each $i \in \mathcal{N}$, $\left|v_{i}(\mathcal{M})\right| \geq \tau \cdot \min \left\{v_{i}^{+}, v_{i}^{-}\right\}$, where $\tau>0$ is a constant. Let us first briefly discuss why both of these conditions are unavoidable.

Hardness of approximation. In Appendix D, we show the following theorem by proving that if either condition is dropped then the problem is intractable for any $\alpha \in(0,1]$, even when exact MMS allocation exists.

Theorem 3.1. For any instance ( $n, \mathcal{M}, v$ ) with identical agents and $v(\mathcal{M})>0$ such that exactly one of the following two holds: (a) either $n=2$ or $(b)|v(\mathcal{M})| \geq \tau \cdot \min \left\{v\left(\mathcal{M}^{+}\right),\left|v\left(\mathcal{M}^{-}\right)\right|\right\}$for a constant $\tau$, finding an $\alpha$-MMS allocation of $(n, \mathcal{M}, v)$ for any $\alpha \in(0,1]$ is NP-hard.

To prove the above theorem, we design two reductions from a well-known NP-hard problem PARTITION to the problem of finding an $\alpha$-MMS allocation of an instance ( $n, \mathcal{M}, v$ ) for any $\alpha \in$ $(0,1]$,. The tricky part in these reductions is to guarantee that an $\alpha-M M S$ allocation for any $\alpha>0$ maps to a solution of PARTITION.

Computing the MMS values. The first step in our PTAS is to compute the MMS values of the agents, which is equivalent to finding an MMS allocation with identical agents. The above hardness result rules out even approximating the MMS values within any non-trivial factor in polynomial time if either condition is not satisfied. For the instances satisfying both, in Section 4 we design an efficient algorithm to compute the MMS values up to a small multiplicative error. We need to tackle the cases with MMS $\geq 0$ and $M M S<0$ separately; note that the sign of MMS can be easily determined using Lemma 2.1. Formally, we show the following (see Section 4 and Appendix C).

Theorem 3.2. Given an instance ( $n, \mathcal{M}, v$ ) and a constant $\epsilon>0$, if $(i) n$ is a constant and (ii) for each $i \in[n],\left|v_{i}(\mathcal{M})\right| \geq \tau \cdot \min \left\{v_{i}^{+}, v_{i}^{-}\right\}$, where $\tau>0$ is a constant. Then, there is a PTAS to compute $a(1-\epsilon)$-MMS allocation.

Our PTAS for the $\alpha$-MMS + PO problem takes as input the instance $\left(\mathcal{N}, \mathcal{M},\left(v_{i}\right)_{i \in \mathcal{N}}\right)$, a parameter $\alpha \in(0,1]$, and constants $\epsilon, \gamma>0$, and it either finds an allocation that is $(\alpha-\epsilon)^{+}-\mathrm{MMS}+\gamma-\mathrm{PO}$
allocation, or correctly reports that an $\alpha$-MMS allocation does not exist; the latter may very well be the case for any $\alpha \in(0,1]$ as shown in Appendix B.
Pre-processing. First, note that the problem is non-trivial only if $\alpha>\epsilon$, otherwise since ( $\alpha-$ $\epsilon)^{+}=0$, thus an allocation that gives every item to the agent with the highest value for it is $(\alpha-\epsilon)^{+}-\mathrm{MMS}+\mathrm{PO}$, and returned. Therefore, now on we assume that $\alpha>\epsilon$.
Next we re-define $\epsilon$ as $\min \left\{\epsilon, \frac{\gamma \alpha}{(1+\gamma)}\right\}$. This is done for technical reasons to ensure that the final allocation is also $\gamma$-PO. It does not harm the MMS guarantee, as an $(\alpha-\epsilon)^{+}$-MMS allocation with a smaller $\epsilon$ is also an $(\alpha-\epsilon)^{+}-$MMS allocation with respect to the given $\epsilon$. Note that when $\alpha$ and $\gamma$ are constants, so is the new value of $\epsilon$. Finally, we assume there are no agents with $v(\mathcal{M})=0$. Note that because of condition 2 of the problem, when $v(\mathcal{M})=0$ then the value of every item for this agent is 0 . Also note that their $\mathrm{MMS}=0$. Thus, we can allocate all the chores arbitrarily among agents with $v(\mathcal{M})=0$, and remove them. It is easy to see that the MMS value of the remaining agents can only improve, and all $\alpha$-MMS allocations are retained, by the removal of all the chores and a subset of agents. The problem then reduces to a goods manna case with no agents with $v(\mathcal{M})=0$, which is solved as a special case of the PTAS we will describe.

Due to the pre-processing step, now on we assume that $\left(\mathcal{N}, \mathcal{M},\left(v_{i}\right)_{i \in \mathcal{N}}\right)$, the given fair division instance, satisfies $v_{i}(\mathcal{M}) \neq 0$ for every agent $i \in \mathcal{N}$. We first scale the valuations so that $\left|v_{i}(\mathcal{M})\right|=$ $n$ since the problem is scale free by Lemma 2.3. Without loss of generality, we assume that the given constants $\alpha, \epsilon, \gamma>0$ are such that $\alpha>\epsilon$, and $\epsilon \leq \frac{\gamma \alpha}{(1+\gamma)}$. The algorithm first applies the relevant PTAS from Section 4 or Appendix $C$ to compute the MMS value of every agent approximately up to a factor ( $1-\epsilon / 2$ ). If $\overline{\mathrm{MMS}}_{i}$ is the value returned by the algorithm for agent $i$, we know $\overline{\mathrm{MMS}}_{i} \geq \min \left\{(1-\epsilon / 2) \mathrm{MMS}_{i},(1 /(1-\epsilon / 2)) \mathrm{MMS}_{i}\right\}$. The algorithm then tries to find an $(\alpha-\epsilon / 2)^{+}-$ $\overline{\mathrm{MMS}}_{i}$ allocation, and fails only when an $\alpha-\mathrm{MMS}$ allocation does not exist.

High-level Approach. At a high level, the algorithm to find an $(\alpha-\epsilon / 2)^{+}-\overline{\mathrm{MMS}}_{i}$ allocation is as follows. We will classify all items as BIG, based on if they are highly valued by any agent relative to her MMS value, or SMALL otherwise. Although the MMS values of agents can be arbitrarily small, we show that the number of BIG items is a function of $n$, hence constant from condition 1 . Therefore, we can efficiently enumerate all partitions of the BIG items.

For each partition, we allocate the SMALL items by solving an LP and rounding its solution. The LP ensures a fractional solution where every agent gets at least an $\alpha-\overline{M M S}$ valued bundle. Next, through a careful rounding, we show that if there is an $\alpha-$ MMS allocation where the BIG items are allocated according to the current partition, then the allocation of all items obtained after rounding the LP solution is $(\alpha-\epsilon / 2)^{+}-\overline{\mathrm{MMS}_{i}}$. Among all the fractional $\alpha-\mathrm{MMS}$ allocations found by combining some BIG item partition with the allocation of SMALL as per the LP solution, we find the one, say $\mathcal{A}=\left[\mathcal{A}_{1}, \cdots, \mathcal{A}_{n}\right]$, with the highest value for the sum of valuations of all the agents, i.e., $\sum_{i} v_{i}\left(\mathcal{A}_{i}\right)$. That is, we find a fractional allocation,

$$
\mathcal{A} \in \underset{B \in \Pi_{n}(\mathrm{BIG})}{\operatorname{argmax}} \max _{A_{i} \supseteq B_{i}, A \text { is } \alpha-\mathrm{MMS}} \sum_{i \in \mathcal{N}} v_{i}\left(A_{i}\right) .
$$

Finally, we show that the rounded solution, call it $\mathcal{A}^{r}$, is $\gamma-\mathrm{PO}$, by showing that for an allocation to $\gamma$-Pareto dominate $\mathcal{A}^{r}$, it must be an $\alpha$-MMS allocation and have higher welfare than $\mathcal{A}$. This proof is quite involved and uses several new ideas, including the way we round the LP solution, to
show Pareto optimality of the integral allocation ${ }^{3}$. The following bound on the $\mathrm{MMS}_{i}$ values will be useful in the analysis, and follows from Lemma 2.2 and $\left|v_{i}(\mathcal{M})\right|=n, \forall i \in \mathcal{N}$.

Lemma 3.1. For each agent $i \in \mathcal{N}, \mathrm{MMS}_{i} \leq 1$ ifv $(\mathcal{M}) \geq 0$, otherwise $\mathrm{MMS}_{i} \leq-1$.
In the remaining section, we will discuss the details and formalize these ideas, with some proofs moved to Appendix A in order to convey the main ideas within the page limit. Also, for brevity, at times we will refer to $\overline{\mathrm{MMS}}_{i}$ as $\tilde{\mu}_{i}$ and to $\mathrm{MMS}_{i}$ as $\mu_{i}$.

### 3.1 BIG and SMALL Items

Next we classify items into sets BIG and SMALL, and show bounds on the size of the BIG items set.

Definition 3.1 (Big and Small items). The sets of all BIG goods ( $\mathrm{BIG}_{i}^{+}$) and BIG chores ( $\mathrm{BIG}_{i}^{-}$) of agent $i$ are defined as,

$$
\begin{aligned}
& \mathrm{BIG}_{i}^{+}:=\left\{j \in \mathcal{M}^{+} \mid\left(\tilde{\mu}_{i} \geq 0 \text { and } v_{i j}>\epsilon \tilde{\mu}_{i} /(2 n)\right) \text { or }\left(\tilde{\mu}_{i}<0 \text { and } v_{i j}>\epsilon /(2 n)\right)\right\} \text {, and } \\
& \operatorname{BIG}_{i}^{-}:=\left\{j \in \mathcal{M}^{-} \mid-v_{i j}>\epsilon /(2 n)\right\} .
\end{aligned}
$$

The union of all sets $\mathrm{BIG}_{i}^{+}$is called $\mathrm{BIG}^{+}=\cup_{i} \mathrm{BIG}_{i}^{+}$, and of all $\mathrm{BIG}_{i}^{-}$sets is called $\mathrm{BIG}^{-}=\cup_{i} \mathrm{BIG}_{i}^{-}$. Finally, the set of all BIG items is called $\mathrm{BIG}:=\mathrm{BIG}^{+} \cup \mathrm{BIG}^{-}$.
Any item that is not in BIG is called a SMALL item. We define SMALL goods and chores for agent $i$ as SMALL ${ }_{i}^{+}=\mathcal{M}_{i}^{+} \backslash \mathrm{BIG}_{i}^{+}$, and SMALL ${ }_{i}^{-}=\mathcal{M}_{i}^{-} \backslash \mathrm{BIG}_{i}^{-}$. Similarly, the sets of SMALL goods, SMALL chores, and SMALL items are respectively $\mathrm{SMALL}^{+}=\mathcal{M}^{+} \backslash \mathrm{BIG}^{+}, \mathrm{SMALL}^{-}=\mathcal{M}^{-} \backslash \mathrm{BIG}^{-}$, and SMALL $=$ SMALL ${ }^{+} \cup$ SMALL $^{-}$.

In the remaining section, we will show the size of BIG is constant. For this, we make two useful observations, then show the bound on BIG.

Claim 3.1. For the approximate MMS values $\tilde{\mu}_{i}$, we have, if $\mu_{i}>0$, then $\tilde{\mu}_{i} \in\left[(1-\epsilon / 2) \mu_{i}, \mu_{i}\right]$, if $\mu_{i}=0$ then $\tilde{\mu}_{i}=0$ and if $\mu_{i}<0$, then $\tilde{\mu}_{i} \in\left[\mu_{i} /(1-\epsilon / 2), \mu_{i}\right]$.

The claim follows from the guarantees of Theorems 4.1 and C.1. Next, recall the definitions of $v_{i}^{+}$and $v_{i}^{-}$from equation (2). The next claim follows from condition 2 of the problem.
Claim 3.2. For all agents $i, v_{i}^{+} \leq O(n), v_{i}^{-} \leq O(n)$.
Next lemma shows a bound on |BIG| (proof in Appendix A). For this we show the bound of $O\left(n^{2} / \epsilon\right)$ on $\left|\mathrm{BIG}_{i}^{+}\right|$and $\left|\mathrm{BIG}_{i}^{-}\right|$for each agent $i$. Note that if $\tilde{\mu}_{i}$ is big enough then it is easy to prove that $\left|\mathrm{BIG}_{i}^{+}\right|$is a constant. The difficulty is when $\tilde{\mu}_{i}$ is arbitrarily small, in which case $\left|\mathrm{BIG}_{i}^{+}\right|$ can potentially be large - a tricker case. The bound on $\left|\mathrm{BIG}_{i}^{-}\right|$follows from the definition of $\mathrm{BIG}_{i}^{-}$ together with Claim 3.2.

Lemma 3.2. The number of big items, i.e., $|\mathrm{BIG}| \leq O\left(n^{3} / \epsilon\right)$.

### 3.2 LP for Allocating SMALL Items, and Rounding

Given a partition $B^{\pi}=\left(B_{1}, \ldots, B_{n}\right)$ of BIG items, next we write an LP to find a fractional allocation of SMALL items such that together with $B^{\pi}$ this allocation gives at least $\alpha-\overline{M M S}$ value to every

[^1]agent. If there exists an $\alpha$-MMS allocation where the BIG items are allocated as per $B^{\pi}$ then we show that the LP has to be feasible.

For every agent $i$, denote by $c_{i}$ the value from SMALL that $i$ needs for her bundle's value to be at least $\alpha \cdot \tilde{\mu}_{i}$ if $\tilde{\mu}_{i} \geq 0$ or $(1 / \alpha) \cdot \tilde{\mu}_{i}$ otherwise, i.e., $c_{i}=\min \left\{(1 / \alpha) \tilde{\mu}_{i}, \alpha \tilde{\mu}_{i}\right\}-v_{i}\left(B_{i}\right)$.

$$
\begin{array}{ll}
\max & \sum_{i \in \mathcal{N}}\left(\sum_{j \in \mathrm{SMALL}_{i}^{+}} v_{i j} x_{i j}-\sum_{j \in \mathrm{SMALL}_{-}^{-}}\left|v_{i j}\right| x_{i j}\right) \\
\text { s.t. } \sum_{j \in \mathrm{SMALL}_{i}^{+}} v_{i j} x_{i j}-\sum_{j \in \mathrm{SMALL}_{i}^{-}}\left|v_{i j}\right| x_{i j} \geq c_{i}, & \forall i \in \mathcal{N} \\
& \sum_{i \in \mathcal{N}^{\prime}} x_{i j} \leq 1, \\
& \forall j \in \mathrm{SMALL}^{+} \\
& \sum_{i \in \mathcal{N}} x_{i j} \geq 1, \\
& \forall j \in \mathrm{SMALL}^{-}  \tag{7}\\
& x_{i j} \geq 0,
\end{array}
$$

We now prove two properties (Lemmas 3.3 and 3.4) that will help in obtaining an integral $(\alpha-\epsilon / 2)-\overline{M M S}$ allocation of items from a fractional $\alpha-\overline{M M S}$ allocation. Let us assume the LP has a solution, say $x=\left[x_{i j}\right]_{i \in \mathcal{N}, j \in S M A L L}$. We define a bipartite graph, called the allocation graph, corresponding to $x$ as follows. There is a vertex corresponding to each agent in $\mathcal{N}$ in one part of vertices, and to each item in SMALL in the other part, and for all $i \in \mathcal{N}$ and $j \in \operatorname{SMALL}$, edge ( $i, j$ ) exists if $x_{i j}>0$. We show the following property of the allocation graph.

Lemma 3.3. The allocation graph of any LP solution $x$ can be made acyclic in such a way that in the allocation corresponding to the new graph, say $x^{\prime}=\left[x_{i j}^{\prime}\right]_{i \in \mathcal{N}, j \in S M A L L}$, every agent receives a bundle of the same or better value as in $x$.

To prove the lemma, we show re-allocations can be done along any cycle in a certain way without any agent losing any value that eliminates at least one edge. For every cycle, we define a particular scaled valuation function, and define weights for the edges to reflect the values to agents from the adjacent items. Then we add and subtract weights in a certain way along the cycle, taking into consideration if the adjacent item is a good or a chore, so that the allocation corresponding to the new weights, or equivalently (scaled) values to agents, does not contain this cycle.

The next lemma follows since an undirected, acyclic graph forms a tree.
Lemma 3.4. The number of shared items in any acyclic allocation graph is at most $n-1$.
Next we describe the notion of envy graph [LMMS04], a directed graph corresponding to any allocation, that will be used to round the LP solutions.
Envy Graph and Cycle Elimination. Given a set of agents $\mathcal{N}$ and an integral allocation $\mathcal{A}$ of a set of items among them, each node in the graph corresponds to an agent in $\mathcal{N}$. There is a directed edge $(i \rightarrow k)$ corresponding to agents $i$ and $k$ if agent $i$ values agent $k$ 's allocation more than her own. It is shown in [LMMS04] that the allocation can be modified so that its corresponding envy graph is acyclic, and no agent's valuation decreases. This is done by giving each agent in a cycle the bundle of her successor. The graph is updated and the process repeated until all cycles are eliminated. This process can be done efficiently [LMMS04].

Claim 3.3. In an allocation of $\mathcal{M}$ among $n$ agents, every sink agent $i$ corresponding to an acyclic envy graph has value at least 1 for her own bundle if $v_{i}(\mathcal{M})>0$, and at least -1 otherwise.

Rounding the LP. Using Lemmas 3.3 and 3.4, we first modify the allocation graph of the LP solution so that it is a forest graph with at most $n-1$ shared items. Let $S$ be the set of all the shared items, $S^{-\epsilon}$ the set of all the shared chores whose absolute value is more than $\epsilon\left|\tilde{\mu}_{i}\right| /(2 n)$ for at least one agent, that is, $S^{-\epsilon}:=\left\{j \in S\left|\exists i \in \mathcal{N},\left|v_{i j}\right|>\epsilon\right| \tilde{\mu}_{i} \mid /(2 n)\right\}$, and $S^{+}:=S \backslash S^{-\epsilon}$. Allocate each item $j$ in $S^{+}$to any agent $i$ in $\operatorname{argmax}_{i} v_{i j}$. Then consider the envy graph corresponding to this allocation of $\mathcal{M} \backslash S^{-\epsilon}$, and modify the allocation by eliminating all the cycles in the envy graph. Allocate all the items in $S^{-\epsilon}$ to a sink agent in the acyclic envy graph, and denoted it as $i^{t}$.

The following claim will be useful in proving the final allocation of the algorithm is $\gamma$-PO.
Claim 3.4. If $S^{-\epsilon} \neq \emptyset$ then there exists an $i \in \mathcal{N}$ such that $v_{i}(\mathcal{M})>0$.
Proof. Every agent with $v(\mathcal{M})<0$ has $\mu \leq-1$, from Lemma 3.1. The value of any chore in SMALL for any such agent is at most $\epsilon / 2 n \leq \epsilon|\mu| / 2 n \leq \epsilon|\tilde{\mu}| / 2 n$, as from Claim 3.1, $|\tilde{\mu}| \geq|\mu|$. Hence, if $S^{-\epsilon} \neq \emptyset$, then the agent who values any item in $S^{-\epsilon}$ more than $\epsilon \tilde{\mu} /(2 n)$ has $v(\mathcal{M})>0$.

Finally, we show the maximum loss in value of each agent in the rounding process, which will be used to ensure that the algorithm returns an $(\alpha-\epsilon)^{+}-$MMS allocation.

Lemma 3.5. In the rounding process, $i^{t}$ loses at most $\epsilon / 2$ value and every other agent $i$ loses at most $\epsilon\left|\tilde{\mu}_{i}\right| / 2$ value.

Proof. Every agent except $i^{t}$, in the worst case, loses all her shared goods and gains all her shared chores in $S^{+}$, and has no shared chores in $S^{-\epsilon}$, as she only gains from the rounding of items in $S^{-\epsilon}$. Her maximum loss from the items in $S^{+}$is at most $(n-1) \cdot \epsilon \tilde{\mu} /(2 n) \leq \epsilon \tilde{\mu} / 2$, as $\left|S^{+}\right| \leq|S| \leq n-1$, from Lemma 3.4. For agent $i^{t}$, her loss from $S$ in the worst case is at most $(n-1) \cdot \epsilon /(2 n) \leq \epsilon$, as each item in $S$ has absolute value at most $\epsilon /(2 n)$ for her.

### 3.3 PTAS for $\alpha$-MMS + PO

Algorithm 1 combines the ideas in the previous sections and finds an $(\alpha-\epsilon)^{+}-M M S$ allocation if an $\alpha$-MMS allocation exists, else returns an empty allocation to indicate that no $\alpha$-MMS allocation exists. The algorithm works as follows. First, it finds the approximate MMS values of all agents using the algorithms from Section 4 and Appendix C, and classifies all items as BIG or SMALL. Then among all allocations of BIG items where the corresponding LP has a solution, if any, it finds the combined allocation of BIG and SMALL, called $\mathcal{A}$, with the highest social welfare where SMALL may be fractionally allocated.
From constraint 4 of the LP, $\mathcal{A}$ is $\alpha-M M S$, and as shown in Lemma 3.6, its rounded allocation, denoted as $\mathcal{A}^{r}$, is $(\alpha-\epsilon)^{+}-\mathrm{MMS}$. To ensure $\mathcal{A}^{r}$ is also $\gamma-\mathrm{PO}$, for technical reasons we require the sum of absolute values of all agents to be at least $\alpha$ whenever there is at least one agent with $v_{i}(\mathcal{M})>0$. If $\mathcal{A}^{r}$ does not satisfy this condition, Algorithm 1 ensures a stronger guarantee, namely at least one agent values her own bundle at least 1 , by modifying $\mathcal{A}^{r}$ as follows. Let $\mathcal{N}^{+}$be the set of agents with $v_{i}(\mathcal{M})>0$. Note that, for an $i \in \mathcal{N}^{+}, v_{i}(\mathcal{M})=n$ but $v_{i}\left(A_{i}^{r}\right)<\alpha$, and hence there exists an agent $k \neq i$ such that $i$ values $k$ 's bundle more than 1 . We consider two cases based on if $k$ is in $\mathcal{N}^{+}$or not. If $k \notin \mathcal{N}^{+}$, then $k$ 's MMS value is negative, thus even if we re-allocate her bundle to $i$ and give $k$ nothing (lines 18-19), her $(\alpha-\epsilon)^{+}-$MMS guarantee is maintained. If no such $(i, k)$ pair is found, then we go to the other case, where $k$ has to be given something. For this (lines 21-22), we construct a graph on $\mathcal{N}^{+}$where there is an edge from $i$ to $k$ if $v_{i}\left(A_{i}^{r}\right)<\alpha$ and $v_{i}\left(A_{k}^{r}\right) \geq 1$. This graph has to have a cycle (See proof of Claim 3.6), and swapping bundles along the cycle gives value more than 1 to every agent along the cycle.

```
ALGORITHM 1: \((\alpha-\epsilon)^{+}-\mathrm{MMS}+\gamma\)-PO allocation of mixed items to non-identical agents
Input :Instance \(\left(\mathcal{N}, \mathcal{M},\left(v_{i}\right)_{i \in \mathcal{N}}\right), \alpha \in(\epsilon, 1], \gamma>0\) and \(\epsilon>0\)
Output: \((\alpha-\epsilon)^{+}-\mathrm{MMS}+\gamma-\mathrm{PO}\) allocation or report \(\alpha-\mathrm{MMS}\) allocation does not exist
\(\epsilon \leftarrow \min \left\{\epsilon, \frac{\gamma \alpha}{(1+\gamma)}\right\}\), flag \(\leftarrow\) false
For all \(i \in \mathcal{N}, \mathcal{A}_{i}^{r} \leftarrow \emptyset \quad / /\) initialize \(\mathcal{A}^{r}\) as the empty allocation
\(\mathcal{A} \leftarrow\) lowest social welfare allocation, i.e., give every item \(j\) to agent \(i\) with smallest \(v_{i j}\)
For all \(i, \overline{\mathrm{MMS}_{i}} \leftarrow\left(1-\frac{\epsilon}{2}\right)-\mathrm{MMS}_{i}\) value of agent \(i \quad / /\) use Algorithm from Section 4
Define BIG and SMALL according to Definition 3.1
for all allocations \(B^{\pi}=\left[B_{1}, B_{2} \ldots, B_{n}\right]\) of BIG do
    Solve the LP (Equations (3)-(7)) for allocating SMALL items
        if \(L P\) has a solution then
            flag \(\leftarrow\) true
            \(A^{\pi} \leftarrow\) Allocation of SMALL in optimal LP combined with \(B^{\pi}\)
            \(\mathcal{A} \leftarrow\) Allocation from \(\left(\mathcal{A}, A^{\pi}\right)\) with higher welfare, i.e., \(\sum_{i} v_{i}\left(\mathcal{A}_{i}\right)\)
if flag \(=\) true then
        Make allocation graph of \(\mathcal{A}\) acyclic using Lemma 3.3
        Round off \(\mathcal{A}\) and obtain \(\mathcal{A}^{r}\) by applying the rounding method from Section 3.2
        if \(\sum_{i}\left|v_{i}\left(\mathcal{A}_{i}^{r}\right)\right|<\alpha\), and \(\exists i: v_{i}(\mathcal{M})>0 \quad / /\) technical steps to get \(\gamma\)-PO
        then
            \(\mathcal{N}^{+} \leftarrow\) set of agents \(i\) with \(v_{i}(\mathcal{M})>0\)
            if \(\exists i \in \mathcal{N}^{+}, k \notin \mathcal{N}^{+}: v_{i}\left(\mathcal{A}_{k}^{r}\right) \geq 1\) then
                modify \(\mathcal{A}^{r}\) by giving \(\mathcal{A}_{k}^{r}\) to \(i\), and giving \(k\) nothing // note: k has negative MMS
            else
                Construct the following directed graph \(G(V, E) . V=\mathcal{N}^{+}\), directed edge \((i \rightarrow k) \in E\) if
                \(v_{i}\left(\mathcal{A}_{i}^{r}\right)<\alpha\) and \(v_{i}\left(\mathcal{A}_{k}^{r}\right) \geq 1 \quad / / G\) has a cycle as for all \(i \in V: v_{i}\left(\mathcal{A}_{i}^{r}\right)<\alpha \leq 1\)
                Swap bundles along any 1 cycle in \(G\) by giving every agent her successor's bundle
return \(\mathcal{A}^{r}\)
```

We will prove the correctness of the algorithm in the remaining section. In what follows, we denote by $\mathcal{A}=\left[\mathcal{A}_{1} \cdots, \mathcal{A}_{n}\right]$ and $\mathcal{A}^{r}=\left[\mathcal{A}_{1}^{r} \cdots, \mathcal{A}_{n}^{r}\right]$ respectively the fractional allocation that is rounded after Line 12 and its rounded allocation. First we show that the algorithm returns an $(\alpha-\epsilon)^{+}-M M S$ allocation if an $\alpha-M M S$ allocation exists.

Lemma 3.6. If the $L P$ has a solution for any partition of BIG , then $\mathcal{A}^{r}$ is an $(\alpha-\epsilon)^{+}-\mathrm{MMS}$ allocation.
Proof. First, we argue for the allocation obtained after the rounding step on Line 14. Consider agent $i^{t}$. Since $i^{t}$ corresponds to a sink node in the envy graph, from Claim 3.3 and Lemmas 3.5 and 3.1, her value for her bundle in $\mathcal{F}^{r}$ is at least $1-\epsilon / 2 \geq 1-\epsilon \geq(\alpha-\epsilon) \mu_{i^{t}}$ if $\tilde{\mu}_{i^{t}} \geq 0$, and $-1-\epsilon / 2 \geq-1-\epsilon \geq(1+\epsilon) \mu_{i^{1}} \geq \frac{1}{(\alpha-\epsilon)} \mu_{i^{1}}$ otherwise. Next, every agent $i$ except $i^{t}$, according to constraint (4) of the LP, receives a bundle of value at least $c_{i}$ from SMALL in the fractional allocation of SMALL corresponding to $\mathcal{A}$. Thus, for all $i \neq i^{t}$, their value for their bundle in $\mathcal{A}^{r}$ is at least $v_{i}\left(B_{i}\right)+c_{i}-n \epsilon \cdot\left|\tilde{\mu}_{i}\right| /(2 n) \geq \min \left\{(1 / \alpha) \tilde{\mu}_{i}, \alpha \tilde{\mu}_{i}\right\}-\epsilon \cdot\left|\tilde{\mu}_{i}\right| / 2$, from Lemma 3.5 and by definition of $c_{i}$. Combined with Claim 3.1, when $\tilde{\mu}_{i} \geq 0$, this is at least $(\alpha-\epsilon / 2) \tilde{\mu}_{i} \geq(\alpha-\epsilon / 2)(1-\epsilon / 2) \mu_{i} \geq(\alpha-\epsilon) \mu_{i}$. When $\tilde{\mu}_{i}<0$, this value is at least $\frac{1}{\alpha} \tilde{\mu}_{i}+\epsilon \tilde{\mu}_{i} / 2$. As $\left(\frac{1}{\alpha}+\epsilon / 2\right) \leq \frac{1}{(\alpha-\epsilon / 2)}$, and $\tilde{\mu}_{i}<0$, along with Claim 3.1, $\left(\frac{1}{\alpha}+\epsilon / 2\right) \tilde{\mu}_{i} \geq \frac{1}{(\alpha-\epsilon / 2)(1-\epsilon / 2)} \mu_{i} \geq \frac{1}{(\alpha-\epsilon)} \mu_{i}$.

Any further modifications of the allocation can occur when (a) there is a pair of agents $i, k$ with $v_{i}\left(\mathcal{A}_{k}^{r}\right)>1$ and $v_{k}(\mathcal{M})<0$, or when (b) there is a cycle of agents with value at most $\alpha$ for their own bundle and value at least 1 for the next. The only agents whose value decreases in these steps are those with $v_{k}(\mathcal{M})<0$, who after the swap receive no item. As $v_{k}(\mathcal{M})<0$, then $\mu_{k}<0$, hence they receive at least $\mu_{k} \geq \frac{1}{(\alpha-\epsilon)} \mu_{k}$ valued bundle. As no other agents lose, they still retain an $(\alpha-\epsilon)^{+}$-MMS bundle.

Note that, the steps after rounding maintains the MMS guarantee. Since by construction, the LP has to be feasible whenever BIG items are allocated as per an $\alpha-$ MMS allocation, we get as a corollary,

Corollary 3.1. If an $\alpha-\mathrm{MMS}$ allocation exists, Algorithm 1 returns an $(\alpha-\epsilon)^{+}-\mathrm{MMS}$ allocation.
Finally, we show the approximate Pareto optimality of the $(\alpha-\epsilon)^{+}-\mathrm{MMS}$ allocation returned. This is the more involved part. For this, we use the notion of social welfare of any allocation, defined as the sum of values of all agents. Formally, for an allocation $A=\left[A_{1} \cdots, A_{n}\right]$ among $n$ agents, define its social welfare as $w(A)=\sum_{i} v_{i}\left(A_{i}\right)$.

Lemma 3.7. If an $\alpha$-MMS allocation exists, then $\mathcal{A}$ has the highest welfare among all the $\alpha$-MMS allocations of $\mathcal{M}$ among $\mathcal{N}$ obtained by allowing SMALL to be fractionally allotted.

Proof. Let $\mathcal{S}^{B} \subseteq \Pi_{n}$ (BIG) be the set of all partitions of BIG corresponding to which there is a fractional $\alpha$-MMS allocation, or in other words, for which the LP has a solution. For every partition $B^{\pi}$ in $\mathcal{S}^{B}$, the objective function of the LP ensures that the allocation of SMALL returned by the algorithm has the highest social welfare among all allocations that satisfy the LP constraints. Hence, among all $\alpha$-MMS allocations where the partition of BIG is $B^{\pi}$, the allocation returned, say $A^{\pi}$, has the highest social welfare. Formally, let $\mathcal{S}^{A, B^{\pi}}$ be the set of all $\alpha$-MMS allocations corresponding to the partition $B^{\pi}$. Then $A^{\pi} \in \operatorname{argmax}_{A \in \mathcal{S}^{A, B}} \sum_{i} w(A)$.

Let the set of allocations $A^{\pi}$, one corresponding to each partition $B^{\pi} \in \mathcal{S}^{B}$, be $\mathcal{S}^{A}$. From Line 11 of the algorithm, $\mathcal{A}$ has the highest social welfare among all. Formally, $\mathcal{A}$ is in $\operatorname{argmax}_{A \in \mathcal{S}^{A}}\{w(A)\}$. Combining with the above characterization of the allocations in $\mathcal{S}^{A}$, we have,

$$
\mathcal{A} \in \max _{B^{\pi} \in \mathcal{S}^{B}} \underset{A \in \mathcal{S}^{A, B} \boldsymbol{B}}{\operatorname{argmax}}\{w(A)\},
$$

thus proving the lemma.
Next, we prove two key properties (Lemmas 3.8 and 3.9) of any integral allocation that $\gamma$-Pareto dominates $\mathcal{A}^{r}$. Suppose $\mathcal{A}^{*}$ is such an allocation.

Lemma 3.8. $\mathcal{A}^{*}$ is an integral $\alpha-\mathrm{MMS}$ allocation.
Proof. We will use the following relation between $\epsilon, \alpha$ and $\gamma$. We have,

$$
\begin{equation*}
\epsilon \leq \frac{\gamma \alpha}{(1+\alpha)} \Rightarrow \epsilon \leq \gamma(\alpha-\epsilon) \Rightarrow \gamma \geq \frac{\epsilon}{(\alpha-\epsilon)} \Rightarrow(1+\gamma) \geq \frac{\alpha}{(\alpha-\epsilon)} \tag{8}
\end{equation*}
$$

We know that $\mathcal{A}^{r}$ is an $(\alpha-\epsilon)^{+}-$MMS allocation. Hence, agents $i$ with $\mu_{i} \geq 0$ get a bundle of value at least $(\alpha-\epsilon) \mu_{i} \geq 0$ in $\mathcal{A}^{r}$, hence get a bundle of value at least $(1+\gamma)(\alpha-\epsilon) \mu_{i}$ in $\mathcal{A}^{*}$. From equation (8), this is at least $\alpha \mu_{i}$. Next, consider agents with $\mu_{i}<0$. If they receive a bundle of positive value in $\mathcal{A}^{r}$, then they also receive a positive valued, hence a bundle of value more than $\mu_{i} \geq \frac{1}{\alpha} \mu_{i}$, in $\mathcal{A}^{*}$. And if they get a negative valued bundle of value at least $\frac{1}{(\alpha-\epsilon)} \mu_{i}$ in $\mathcal{A}^{r}$, then they
get a bundle of value at least $\frac{1}{(1+\gamma)(\alpha-\epsilon)} \mu_{i}$, which from equation (8) and the fact that $\mu_{i}<0$, is at least $\frac{1}{\alpha} \mu_{i}$. Hence, $\mathcal{A}^{*}$ is an integral $\alpha$-MMS allocation.

The next property of $\mathcal{A}^{*}$ is that it will have higher social welfare than (fractional allocation) $\mathcal{A}$. To prove this, we first prove two technical claims.

Claim 3.5. $w\left(\mathcal{A}^{r}\right) \geq w(\mathcal{A})-\epsilon$ if $S^{-\epsilon} \neq \emptyset$, else $w\left(\mathcal{A}^{r}\right) \geq w(\mathcal{A})$.

Proof. We consider each step in Algorithm 1 that changes the allocation from $\mathcal{A}$ to $\mathcal{A}^{r}$, and see how it changes the social welfare. The first step is making the allocation graph of $\mathcal{A}$ acyclic. Here every agent's value, hence the social welfare also remains the same. The next step is the rounding process. Here, first the items in $S^{+}$are allotted to the agents with the highest value for them, hence the sum of values of the items from $S^{+}$in $\mathcal{A}^{r}$ is at least as much as that in $\mathcal{A}$. As no other item's allocation changes, the social welfare from them remains the same. Hence this part only improves the social welfare. Then the envy graph cycle elimination only improves the value of every agent, hence does not reduce the social welfare. At this point, $w\left(\mathcal{A}^{r}\right) \geq w(\mathcal{A})$. If $S^{-\epsilon}=\emptyset$, the rounding process ends, hence this inequality holds, otherwise from Lemma 3.5, allocating the items from $S^{-\epsilon}$ reduces the sink agent's value, hence the social welfare, by at most $\epsilon$, giving $w\left(\mathcal{A}^{r}\right) \geq w(\mathcal{A})-\epsilon$. Now we show the next part of the algorithm does not reduce the social welfare of $\mathcal{A}^{r}$, hence these relations remain true, thus proving the claim.

First consider the if statement on Line 18. For agents $i, k$ when $k$ 's bundle is given to $i$, only the allocation of items in $\mathcal{A}_{k}^{r}$ changes and the allocation of $\mathcal{M} \backslash \mathcal{A}_{k}^{r}$ remains the same. Now $v_{k}\left(\mathcal{A}_{k}^{r}\right)<\alpha$ and $v_{i}\left(\mathcal{H}_{k}^{r}\right)>1$, otherwise this step would not be executed. Hence the social welfare changes by $v_{i}\left(\mathcal{A}_{k}^{r}\right)-v_{k}\left(\mathcal{A}_{k}^{r}\right)>1-\alpha \geq 0$. Finally, suppose some bundles are swapped along some cycle by executing Line 22 . Every agent had value at most $\alpha$ for their bundle, and received a bundle of value at least 1 . Thus, the value of every agent in the cycle changes by at least $1-\alpha>0$, and every other agent's bundle, hence its value, remains the same. Thus, the social welfare does not decrease in this step as well.

Claim 3.6. If there is an agent $i$ with $v_{i}(\mathcal{M})>0$, then there exists some agent $i^{\prime}$ with $v_{i^{\prime}}\left(\mathcal{A}_{i^{\prime}}^{r}\right) \geq \alpha$.

Proof. If the claim is true for the allocation obtained after rounding $\mathcal{A}$, then this is the allocation returned, hence we are done. Otherwise, the if condition of Line 15 is executed. If the condition of Line 15 is true, then as the allocation before this line was $(\alpha-\epsilon)^{+}-M M S, v_{i}\left(\mathcal{A}_{i}^{r}\right) \geq 0$, and after obtaining $k$ 's bundle, $v_{i}\left(\mathcal{A}_{i}^{r} \cup \mathcal{A}_{k}^{r}\right) \geq 0+1=1$.

Otherwise, for every agent $i$ in $\mathcal{N}^{+}$we have $v(\mathcal{M})=n$, thus there is at least one agent $k \in \mathcal{N}^{+}$ such that $v_{i}\left(\mathcal{A}_{k}^{r}\right) \geq 1$. The graph $G(V, E)$ has an edge $i \rightarrow k$ in this case. As $\sum_{i}\left|v_{i}\left(\mathcal{A}_{i}^{r}\right)\right|<\alpha$, for every $i$ we have $v_{i}\left(\mathcal{A}_{i}^{r}\right)<\alpha \leq 1$. Thus for every edge $i \neq k$. Hence, $G$ has at least one cycle. After swapping along a cycle, all agents along the cycle receive the bundle of their successor, hence have value at least 1 for their own bundle. Thus, the final allocation has some agent with value at least $1 \geq \alpha$ for her bundle.

Lemma 3.9. $\mathcal{A}^{*}$ has higher social welfare than $\mathcal{A}$.

Proof. For cleaner exposition, we will denote $v_{i}\left(A_{i}\right)$ by $v_{i}(A)$ for any allocation $A$.

By definition of a $\gamma$-Pareto dominating allocation, the social welfare of allocation $\mathcal{A}^{*}$ is,

$$
\begin{align*}
w\left(\mathcal{A}^{*}\right) & >(1+\gamma) \cdot \sum_{i: v_{i}\left(\mathcal{A}^{r}\right) \geq 0} v_{i}\left(\mathcal{A}^{r}\right)+\frac{1}{1+\gamma} \cdot \sum_{i: v_{i}\left(\mathcal{A}^{r}\right)<0} v_{i}\left(\mathcal{A}^{r}\right) \\
& =\sum_{i} v_{i}\left(\mathcal{A}^{r}\right)+\gamma \cdot \sum_{i: v_{i}\left(\mathcal{A}^{r}\right) \geq 0} v_{i}\left(\mathcal{A}^{r}\right)-\frac{\gamma}{(1+\gamma)} \cdot \sum_{i: v_{i}\left(\mathcal{A}^{r}\right)<0} v_{i}\left(\mathcal{A}^{r}\right)  \tag{9}\\
& =w\left(\mathcal{A}^{r}\right)+\gamma \cdot \sum_{i: v_{i}\left(\mathcal{A}^{r}\right) \geq 0} v_{i}\left(\mathcal{A}^{r}\right)+\frac{\gamma}{(1+\gamma)} \cdot \sum_{i: v_{i}\left(\mathcal{A}^{r}\right)<0}\left|v_{i}\left(\mathcal{A}^{r}\right)\right| .
\end{align*}
$$

Let $\mathbb{1}_{S^{-\epsilon}}$ be an indicator variable for whether $S^{-\epsilon}$ is non-empty. Substituting the relation between $w(\mathcal{A})$ and $w\left(\mathcal{A}^{r}\right)$ from Claim 3.5 in equation (9) we get, $w\left(\mathcal{A}^{*}\right)>w(\mathcal{A})-\epsilon \cdot \mathbb{1}_{S^{-\epsilon}}+\gamma \cdot \sum_{i: v_{i}\left(\mathcal{A}^{r}\right) \geq 0} v_{i}\left(\mathcal{A}^{r}\right)+$ $\frac{\gamma}{(1+\gamma)} \cdot \sum_{i: v_{i}\left(\mathcal{A}^{r}\right)<0}\left|v_{i}\left(\mathcal{A}^{r}\right)\right|$. Hence, to prove the lemma, it suffices to show,

$$
\begin{equation*}
\gamma \cdot \sum_{i: v_{i}\left(\mathcal{A}^{r}\right) \geq 0} v_{i}\left(\mathcal{A}^{r}\right)+\frac{\gamma}{(1+\gamma)} \cdot \sum_{i: v_{i}\left(\mathcal{A}^{r}\right)<0}\left|v_{i}\left(\mathcal{A}^{r}\right)\right|-\epsilon \cdot \mathbb{1}_{S^{-\epsilon}} \geq 0 . \tag{10}
\end{equation*}
$$

If $S^{-\epsilon}=\emptyset$, we are done, as all values on the left hand side in the above equation, say L , are nonnegative. Hence, we now prove the equation when $S^{-\epsilon} \neq \emptyset$, that is, $\mathbb{1}_{S^{-\epsilon}}=1$.
We know $\epsilon \leq \frac{\gamma \alpha}{(1+\gamma)}$, and as $\gamma \geq 0, \gamma \geq \frac{\gamma}{1+\gamma}$. Substituting these relations in L , we have,

$$
L \geq \frac{\gamma}{1+\gamma} \cdot \sum_{i: v_{i}\left(\mathcal{A}^{r}\right) \geq 0} v_{i}\left(\mathcal{A}^{r}\right)+\frac{\gamma}{(1+\gamma)} \cdot \sum_{i: v_{i}\left(\mathcal{A}^{r}\right)<0}\left|v_{i}\left(\mathcal{A}^{r}\right)\right|-\frac{\gamma \alpha}{(1+\gamma)}=\frac{\gamma}{1+\gamma}\left(\sum_{i}\left|v_{i}\left(\mathcal{A}^{r}\right)\right|-\alpha\right) .
$$

But as $S^{-\epsilon} \neq \emptyset$, from Claim 3.4, there is some agent $i$ with $v_{i}(\mathcal{M})>0$. Then from Claim 3.6, $v_{i^{\prime}}\left(\mathcal{A}^{r}\right) \geq \alpha$ for at least one agent $i^{\prime}$. Hence, $\frac{\gamma}{1+\gamma}\left(\sum_{i}\left|v_{i}\left(\mathcal{A}^{r}\right)\right|-\alpha\right) \geq 0$, thus proving equation (10), hence the lemma.

Corollary 3.2. If an $\alpha-\mathrm{MMS}$ allocation exists, Algorithm 1 returns a $\gamma-\mathrm{PO}$ allocation.
Proof. For contradiction, suppose $\mathcal{A}^{r}$ is not $\gamma$-PO. Then there is another allocation, say $\mathcal{A}^{*}$, that $\gamma$-Pareto dominates $\mathcal{A}^{r}$. From Lemmas 3.8 and 3.9, $\mathcal{A}^{*}$ is an integral $\alpha$-MMS allocation with higher social welfare than $\mathcal{A}$. From Lemma 3.7, this is a contradiction.

Using Corollaries 3.1 and 3.2, the next theorem obtains the main result.
Theorem 3.3. Given an instance ( $\left.\mathcal{N}, \mathcal{M},\left(v_{i}\right)_{i \in \mathcal{N}}\right)$ and constants $\alpha, \epsilon, \gamma>0$, that is, an instance of the $\alpha$-MMS + PO problem, Algorithm 1 returns an $(\alpha-\epsilon)^{+}-\mathrm{MMS}+\gamma-\mathrm{PO}$ allocation if an $\alpha$-MMS allocation exists, else reports it does not exist, in time $O\left(2^{O\left(\left(n^{3} \log n\right) / \min \left\{\epsilon^{2}, \gamma^{2} / 2\right\}\right)} m^{3}\right)$ where $n=|\mathcal{N}|$ is a constant. Thus, it is a PTAS.

### 3.4 PTAS for OPT- $\alpha$-MMS + PO

Our final goal is to solve OPT- $\alpha-\mathrm{MMS}+\mathrm{PO}$ problem, that is to find $\alpha-\mathrm{MMS}+\mathrm{PO}$ allocation for the highest possible $\alpha$. In this section we design a PTAS for this problem: given $\left(\mathcal{N}, \mathcal{M},\left(v_{i}\right)_{i \in \mathcal{N}}\right)$, and constants $\epsilon, \gamma>0$, we design a polynomial-time algorithm to find $(\alpha-\epsilon)^{+}-\mathrm{MMS}+\gamma-\mathrm{PO}$ allocation for the highest possible $\alpha$. For this we will use the PTAS for $\alpha$-MMS + PO problem described in the previous section.

Note that, for a given $\alpha$, Algorithm 1 either returns $(\alpha-\epsilon)^{+}-\mathrm{MMS}+\gamma-\mathrm{PO}$ allocation, or returns an empty allocation. And by Theorem 3.3, whenever it returns an empty allocation no $\alpha$-MMS allocation exists. Using this, we run a simple binary search to find the highest value of $\alpha \in[\epsilon, 1]$
(up to a polynomial precision) for which Algorithm 1 returns a non-empty allocation. If empty allocation is returned for every $\alpha$ in our search, then we only need to ensure PO and therefore we return the social welfare maximizing allocation obtained by giving every item to the agent who values it the most.
We stop when the range of $\alpha$ values under consideration is $[c-\delta, c+\delta]$ for $\delta=\frac{1}{2^{2 p o l y(m)}}$ for some constant $c$, where $m=|\mathcal{M}|$. Clearly the number of iterations the binary search will take to get within such a range is at most poly $(m)$. Each iteration runs Algorithm 1 once, and hence finishes in $O\left(m^{3}\right)$ time (Theorem 3.3). Thus the overall running time of the algorithm is poly $(m)$, and the next theorem follows.

Theorem 3.4. Given an instance $\left(\mathcal{N}, \mathcal{M},\left(v_{i}\right)_{i \in \mathcal{N}}\right)$ and constants $\epsilon, \gamma>0$, that is, an instance of the OPT- $\alpha$-MMS + PO problem, there is a PTAS that runs for $\left(2^{O\left(1 / \min \left\{\epsilon^{2}, \gamma^{2}\right\}\right)}\right.$ poly $\left.(m)\right)$ time and returns an $(\alpha-\epsilon)^{+}-\mathrm{MMS}+\gamma-\mathrm{PO}$ allocation such that for any $\alpha^{\prime}>\alpha+\frac{1}{2^{c}{ }^{c}}$, no $\alpha^{\prime}-\mathrm{MMS}$ allocation exists, where $c>0$ is a constant.

This completes the discussion of the OPT- $\alpha$-MMS + PO problem. Next, we describe a PTAS for finding the $M M S$ value of an agent for distributing a set of items $\mathcal{M}$ into $n$ bundles according to a valuation function $v: \mathcal{M} \rightarrow \mathbb{R}$. We refer to this problem as the $\alpha$-MMS problem with ( $n$ ) identical agents. Using Lemma 2.1 we can find the sign of the MMS value. Hence, we describe two algorithms, one for each case when MMS $\geq 0$ and otherwise. The following section discusses the algorithm for the former case.

## 4 FINDING MMS VALUES OF AGENTS WHEN MMS $\geq 0$

In this section we prove Theorem 3.2 for the case when $M M S \geq 0$, i.e., given an instance ( $n, \mathcal{M}, v$ ), we describe an algorithm to find a $(1-\epsilon)$-MMS allocation for any constant $\epsilon>0$. Using scale invariance (Lemma 2.3), here on we assume $v(\mathcal{M})=n$ without loss of generality. Due to Lemma 2.2, this implies $M M S \leq v(\mathcal{M}) / n=1$.

The high level ideas used in the algorithm are as follows. First is a classification of all the items into two sets, Big and Small, based their value (Section 4.1). Using this we prove that $|\mathrm{Big}|$ is constant, which allows the enumeration of all allocations of Big, referred as partitions of Big to avoid confusion with allocations of $\mathcal{M}$. Next in Section 4.2 we explain a short procedure which allows us to characterize partitions of Big as valid or invalid. We show that there is at least one valid partition corresponding to which there is an MMS allocation, hence all invalid partitions can be discarded. Finally in Section 4.3, we describe a sub-routine called Bag-Fill, that greedily allocates or 'fills' the items from Small upon partitions or 'bags' of Big that satisfy certain constraints to obtain a ( $1-\epsilon$ )-MMS allocation. The main algorithm (Section 4.4) enumerates all partitions of Big, discards the invalid partitions, and applies Bag-Fill if its constraints are satisfied. If the constraints are not satisfied, we show that we can apply the PTAS for obtaining MMS allocations with identical agents for a goods manna, and obtain a ( $1-\epsilon$ )-MMS allocation.

We now discuss these key ideas formally followed by the algorithm in separate subsections.

### 4.1 Big and Small items

Given an instance ( $n, \mathcal{M}, v$ ) and a constant $\epsilon>0$, let Big be the set of items in $\mathcal{M}$ which have absolute value higher than $\frac{\epsilon}{2}$, i.e.,

$$
\mathrm{Big}=\left\{j \in \mathcal{M}:\left|v_{j}\right| \geq \frac{\epsilon}{2}\right\} .
$$

Let $\mathrm{Big}^{+}$and $\mathrm{Big}^{-}$respectively be the sets of the goods and the chores in Big , i.e., $\mathrm{Big}^{+}=\mathrm{Big} \cap \mathcal{M}^{+}$, and $\mathrm{Big}^{-}=\mathrm{Big} \cap \mathcal{M}^{-}$. Let Small be the set of small items, i.e., $\mathcal{M} \backslash \mathrm{Big}$, and similarly define the sets of goods (Small ${ }^{+}$) and chores (Small ${ }^{-}$) in Small.

We abuse notation slightly and call items in the set Big (or Small) as Big (resp. Small) items.
Lemma 4.1. $|\mathrm{Big}|=O(n / \epsilon)$.
Proof. As $v(\mathcal{M})=n$, we have $n=v\left(\mathcal{M}^{+}\right)-\left|v\left(\mathcal{M}^{-}\right)\right|$. Then, as $v\left(\mathcal{M}^{+}\right) \geq(1+\tau)\left|v\left(\mathcal{M}^{-}\right)\right|$,

$$
\begin{equation*}
n \geq v\left(\mathcal{M}^{+}\right)-\frac{v\left(\mathcal{M}^{+}\right)}{1+\tau} \Longrightarrow v\left(\mathcal{M}^{+}\right) \leq \frac{n(1+\tau)}{\tau} \tag{11}
\end{equation*}
$$

Finally, by the definition of $\mathrm{Big}^{+}$we have

$$
\left|\mathrm{Big}^{+}\right| \leq \frac{v\left(\mathcal{M}^{+}\right)}{\frac{\epsilon}{2}} \leq \frac{2 n(1+\tau)}{\epsilon \tau}
$$

Similarly, we have

$$
\begin{equation*}
n \geq(1+\tau)\left|v\left(\mathcal{M}^{-}\right)\right|-\left|v\left(\mathcal{M}^{-}\right)\right| \Rightarrow\left|v\left(\mathcal{M}^{-}\right)\right| \leq n / \tau \tag{12}
\end{equation*}
$$

Thus, the number of Big chores is bounded as $\left|\mathrm{Big}^{-}\right| \leq \frac{2 n}{\epsilon \tau}$. Hence, $|\mathrm{Big}|=\left|\mathrm{Big}^{+} \cup \mathrm{Big}^{-}\right|=O(\epsilon)$.
As $n$ and $\epsilon$ are constant, Lemma 4.1 implies that all partitions of Big can be enumerated in constant time.

### 4.2 Valid and Invalid partitions of Big

Given an allocation $A^{\pi}=\left[A_{1} \cdots, A_{n}\right]$ of $\mathcal{M}$, denote by $B^{\pi}=\left[B_{1} \cdots, B_{n}\right]$ the allocation from $\mathcal{M} \backslash$ Small ${ }^{+}$. Classify the bundles of $A^{\pi}$ based on their value from $B^{\pi}$ into sets $\mathcal{B}_{1}, \mathcal{B}_{2}, \mathcal{B}_{3}$, and $\mathcal{B}_{4}$, together called the $\mathcal{B}$-sets, as follows.

$$
\begin{array}{ll}
\mathcal{B}_{1}:=\left\{A_{k} \in B^{\pi}: v\left(B_{k}\right)>1\right\} & \mathcal{B}_{2}:=\left\{A_{k} \in B^{\pi}: 1-\epsilon \leq v\left(B_{k}\right) \leq 1\right\}  \tag{13}\\
\mathcal{B}_{3} & :=\left\{A_{k} \in B^{\pi}: 0 \leq v\left(B_{k}\right)<1-\epsilon\right\}
\end{array} \quad \mathcal{B}_{4}:=\left\{A_{k} \in B^{\pi}: v\left(B_{k}\right)<0\right\}
$$

We will abuse notation to denote all items in the sets in any $\mathcal{B}_{i}$, i.e. $\cup_{\mathcal{A}_{k} \in \mathcal{B}_{i}} \mathcal{A}_{k}$, by $\mathcal{B}_{i}$.
Given a partition of $\operatorname{Big} B^{\pi}$, we now explain a procedure using which we classify the partition as valid or invalid. First classify the bundles of $B^{\pi}$ into four sets as per equation (13). Initially, all Small items are unallocated. Then while $\mathcal{B}_{1} \neq \emptyset$ and Small ${ }^{-} \neq \emptyset$, assign any item from Small ${ }^{-}$to any agent that has a bundle from $\mathcal{B}_{1}$. Re-classify the bundles using equation (13) and remove the assigned item from Small ${ }^{-}$after every assignment. This procedure ends when either $\mathcal{B}_{1}$ or $\mathrm{Small}^{-}$ becomes empty, or both. If in the end $\mathcal{B}_{1} \neq \emptyset$, and we also have (a) $\mathcal{B}_{4} \neq \emptyset$ and (b) v( $\mathcal{B}_{3} \cup \mathcal{B}_{4} \cup$ Small $\left.{ }^{+}\right)<\left(1-\frac{\epsilon}{2}\right)\left(\left|\mathcal{B}_{3}\right|+\left|\mathcal{B}_{4}\right|\right)$ then we call $B^{\pi}$ invalid. All partitions of Big that are not invalid are called valid.

Lemma 4.2. There exists an MMS allocation where the Big items are allocated according to a valid partition.

Proof. Let $A^{\pi}$ be an MMS allocation with the lowest value of $\left|\mathcal{B}_{1}\right|+\left|\mathcal{B}_{4}\right|$, and let $B^{\pi}$ be its corresponding partition of Big. Suppose $B^{\pi}$ is invalid. Then the agents with bundles from $\mathcal{B}_{3}$ or $\mathcal{B}_{4}$ can only receive items from $\mathcal{B}_{3} \cup \mathcal{B}_{4} \cup$ Small $^{+}$in $A^{\pi}$. From Lemma 2.2 and the definition of invalid partitions giving $v\left(\mathcal{B}_{3} \cup \mathcal{B}_{4} \cup\right.$ Small $\left.^{+}\right)<\left(1-\frac{\epsilon}{2}\right)\left(\left|B_{3}\right|+\left|B_{4}\right|\right)$, we have $\mu<\left(1-\frac{\epsilon}{2}\right)$.

As both $\mathcal{B}_{1}, \mathcal{B}_{4} \neq \emptyset$, consider any bundles $B$ and $B^{\prime}$ respectively from $\mathcal{B}_{1}$ and $\mathcal{B}_{4}$. Let $v(B)=$ $(1+x)$ and $v\left(B^{\prime}\right)=-y$ for some $x, y>0$. In $A^{\pi}, B^{\prime}$ must be bundled with a set of items from Small ${ }^{+}$, denoted as $\mathcal{S}^{+}$, of value at least $y+\mu$. We form two new bundles $A_{1}$ and $A_{2}$ of at least MMS
value using $B, B^{\prime}$ and $\mathcal{S}^{+}$as follows. First merge $B$ and $B^{\prime}$ into one bundle (with value $1+x-y$ ). If $1+x-y \geq \mu$, call this bundle $A_{1}$ and add all the remaining items from $\mathcal{S}^{+}$to $A_{2}$. Each bundle thus has value at least $\mu$. Otherwise, if $1+x-y<\mu$, add items from $\mathcal{S}^{+}$one by one, each time to the bundle with the lower value before adding the item. Let $A_{1}$ and $A_{2}$ be the resulting bundles after adding all items in $\mathcal{S}^{+}$. Without loss of generality, let $v\left(A_{1}\right) \geq v\left(A_{2}\right)$. As each item in $\mathcal{S}^{+}$has value at most $\frac{\epsilon}{2}$ and is always added to the lower valued bundle, $v\left(A_{1}\right)-v\left(A_{2}\right) \leq \frac{\epsilon}{2}$. Thus,

$$
\begin{aligned}
& v\left(A_{1}\right)+v\left(A_{2}\right) \geq 1+x-y+y+\mu=1+x+\mu \text { and } v\left(A_{1}\right)-v\left(A_{2}\right) \leq \frac{\epsilon}{2} \\
& \Longrightarrow v\left(A_{2}\right) \geq \frac{1}{2}\left(1+x+\mu-\frac{\epsilon}{2}\right)>\frac{1}{2}\left(1+\mu-\frac{\epsilon}{2}\right)>\mu \Longrightarrow v\left(A_{1}\right)>\mu .
\end{aligned}
$$

No item from Big is assigned to $A_{2}$. Thus, $A_{2} \notin \mathcal{B}_{1} \cup \mathcal{B}_{4}$, and $A_{1}$ and $A_{2}$ combined with the allocations of the remaining agents who did not get $B$ or $B^{\prime}$ in $A^{\pi}$ form an MMS allocation with a smaller value of $\left|\mathcal{B}_{1}\right|+\left|\mathcal{B}_{4}\right|$ than $A^{\pi}$, a contradiction. Thus, $B^{\pi}$ is valid.

### 4.3 Algorithm Bag-Fill

In this section we design the algorithm Bag-Fill (Algorithm 2) that generalizes algorithms in [GHS ${ }^{+} 18$, GMT18, GT20] to the mixed setting. Bag-Fill (Algorithm 2) takes as input an MMS instance ( $n, \mathcal{M}, v$ ), and a partition of the Big items of $\mathcal{M}$, denoted by $B^{\pi}=\left[B_{1}, B_{2}, \ldots, B_{n}\right]$ such that they satisfy one of the two condition sets (14) or (15). It outputs an allocation of items $A^{\pi}=\left[A_{1}, \ldots, A_{n}\right]$ where $v\left(A_{i}\right) \geq 1-\epsilon$, for all $i \in[n]$.

$$
\begin{align*}
& v(\text { Small })+\sum_{k=1}^{n} v\left(B_{k}\right) \geq n .  \tag{14}\\
& v\left(B_{k}\right) \leq 1 \quad \forall k \in[n] .  \tag{15}\\
& \left|v_{j}\right|<\epsilon \forall j \in \text { Small. }
\end{align*}
$$

$$
\begin{aligned}
& v(\text { Small })+\sum_{k=1}^{n} v\left(B_{k}\right) \geq n\left(1-\frac{\epsilon}{2}\right) . \\
& v\left(B_{k}\right) \leq 1-\frac{\epsilon}{2} \forall k \in[n] . \\
& \left|v_{j}\right|<\frac{\epsilon}{2} \quad \forall j \in \text { Small. }
\end{aligned}
$$

Algorithm 2 works as follows. It has $n-1$ rounds. Each round starts with a bundle ('bag') from $B^{\pi}$. If the bag is valued at least $(1-\epsilon)$, then it is assigned to some agent. If not, we first add all the unallocated Small chores to this bag. Then one by one we add the unallocated goods from Small until it is valued at least $(1-\epsilon)$, and assign to some agent. After all rounds are done, in the last step, all remaining items from Small are added to the bag $B_{n}$. The next lemma proves the correctness of the algorithm.

```
ALGORITHM 2: Bag-filling to find ( \(1-\epsilon\) )-MMS allocation of identical agents
Input : \((n, \mathcal{M}, v)\), Partition of \(\operatorname{Big} \subseteq \mathcal{M}: B^{\pi}=\left[B_{1}, B_{2}, \ldots, B_{n}\right]\). Input satisfies Condition set (14) or (15)
Output: \(A^{\pi}=\left\{A_{1}, \ldots, A_{n}\right\}\) such that \(v\left(A_{i}\right) \geq 1-\epsilon, \forall i \in[n]\).
\(A^{\pi} \leftarrow \emptyset\), Small \(\leftarrow \mathcal{M} \backslash\) Big
for \(k \in\{1, \ldots, n-1\}\) do
    while \(v\left(B_{k}\right)<1-\epsilon\) do
        \(j \leftarrow \operatorname{argmin}_{j \in \text { Small }^{\prime} v_{j}}\)
        \(B_{k} \leftarrow B_{k} \cup\{j\}\), Small \(\leftarrow\) Small \(\backslash\{j\}\)
    \(A^{\pi} \leftarrow A^{\pi} \cup\left\{B_{k}\right\}\)
\(B_{n} \leftarrow B_{n} \cup\) Small, \(A^{\pi} \leftarrow A^{\pi} \cup\left\{B_{n}\right\}\)
return \(A\)
```

Lemma 4.3. If an MMS instance with identical agents satisfies condition set (14) or (15), then Algorithm 2 gives $a(1-\epsilon)$-Allocation.

Proof. By induction on $k \in\{0,1,2, \cdots, n-1\}$, we prove that the value of each assigned bundle after $k$ rounds is in [1- $\epsilon, 1$ ] if the instance satisfies condition set (14), and in [1- $\epsilon, 1-\epsilon / 2]$ if it satisfies condition set (15). The base case when $k=0$ is trivial.

First consider the case when condition set (14) is satisfied. Assume the value of all bundles assigned to the first $k-1$ agents are in this range. Now $v\left(B_{j}\right) \leq 1$ for all $j \in\{k, \ldots, n\}$. If $v\left(B_{k}\right) \geq 1-\epsilon$, we are done. If not, then while the value of $B_{k}$ is less than $1-\epsilon$, the value of the unallocated items from Small is at least the value of all items minus that of all the allocated bundles and unallocated bags of Big items. This can be bounded as,

$$
v(\mathcal{M})-\sum_{i<k} v\left(A_{i}\right)-v\left(B_{k}\right)-\sum_{i>k} v\left(B_{i}\right)>n-(k-1)-(1-\epsilon)-(n-k)>\epsilon .
$$

Hence, there is at least one unallocated Small good. Before adding the last Small good to $A_{k}$, its value was strictly less than $1-\epsilon$. Adding the last item increases the value by at most $\epsilon$. Hence, the value of $A_{k}$ is at most 1 . Thus, $v\left(A_{k}\right) \in[1-\epsilon, 1]$, for all $k \in[n-1]$. As the total value of all items is at least $n$, and the total value of the $n-1$ assigned bundles is at most $n-1$, the last agent also gets a bundle of value at least 1 .

Now suppose the instance satisfies condition set (15). In every round, while this is not true, the value of unallocated goods is at least $\epsilon / 2$. Thus, there is at least one Small good. Finally, after assigning $n-1$ bundles, the total value remaining is at least $n(1-\epsilon / 2)-(n-1)(1-\epsilon / 2)$, hence the last bundle also has value at least $(1-\epsilon)$.

### 4.4 The PTAS

We use the notions from the previous subsections and derive the PTAS, shown in Algorithm 3. The PTAS works as follows. It first enumerates all the partitions of Big. For each partition $B^{\pi}$, it first classifies the bundles into the $\mathcal{B}$-sets as per equation (13). If $\mathcal{B}_{1}$ is not empty, then add items from Small ${ }^{-}$to any bag in $\mathcal{B}_{1}$, re-defining the sets and removing the assigned item from Small ${ }^{-}$after each assignment. This process ends when either $\mathcal{B}_{1}=\emptyset$ or Small ${ }^{-}=\emptyset$. In the first case, condition set (14) of the Bag-Fill algorithm is satisfied, and we run Algorithm 2 (Line 8) and return its output.

Otherwise when $\mathcal{B}_{1} \neq \emptyset$, if $\left|\mathcal{B}_{4}\right|=0$, then reduce to the following goods manna $\alpha$-MMS problem instance $\left(\mathcal{N}^{\prime}, \mathcal{M}^{\prime}, v^{\prime}\right)$. $\mathcal{N}^{\prime}$ is the set of agents who received bundles from $\mathcal{B}_{3}$ or $\mathcal{B}_{4}$. $\mathcal{M}^{\prime}$ has (a) Small ${ }^{+}$, with each item having the same value in $v^{\prime}$ as in $v$, and (b) for each bundle $B \in \mathcal{B}_{3}, \mathcal{M}^{\prime}$ has a new item $b$ with value $v_{b}^{\prime}=v(B)$. Run the PTAS from [JKV16] on $\left(\mathcal{N}^{\prime}, \mathcal{M}^{\prime}, v^{\prime}\right)$ to find a $(1-\epsilon)$-MMS allocation of $\mathcal{M}^{\prime}$ among the $n^{\prime}=n-\left(\left|\mathcal{B}_{1}\right|+\left|\mathcal{B}_{2}\right|\right)$ agents, and store its output in $\mathbb{A}$.

For the final case when $\mathcal{B}_{1} \neq \emptyset$ and $\left|\mathcal{B}_{4}\right|>0$, first check if the remaining unallocated goods and agents in $\mathcal{B}_{3} \cup \mathcal{B}_{4}$ fulfill the condition set 15 . If they do, apply the Bag-Fill and return the $(1-\epsilon)-$ MMS allocation. If not, then $B^{\pi}$ is invalid, hence discarded. After enumerating all the partitions, the algorithm returns the best allocation from $\mathbb{A}$.

Let us now discuss the analysis of the PTAS. To prove correctness when $\mathcal{B}_{1} \neq \emptyset$ and $\mathcal{B}_{4}=\emptyset$, we first show in Lemma 4.4 a relation between the MMS values of the given instance and the reduced goods manna instance. Let $A^{\pi *}$ be some MMS allocation, and $B^{\pi *}=\left\{B_{1}^{*}, B_{2}^{*}, \cdots, B_{n}^{*}\right\}$ be the allocation of Big items according to $A^{\pi *}$.

```
ALGORITHM 3: \((1-\epsilon)\)-MMS allocation for identical agents with \(M M S \geq 0\)
Input : \((n, \mathcal{M}, v)\) such that \(v(\mathcal{M})=n, \epsilon \in[0,1]\)
Output: \((1-\epsilon)\)-MMS Allocation
\(\mathbb{A} \leftarrow \emptyset . \Pi_{n}(\mathrm{Big}) \leftarrow\) all partitions of Big into \(n\) sets.
for \(B^{\pi} \in \Pi_{n}(\mathrm{Big})\) do
    Define \(\mathcal{B}\)-sets as per equation (13).
    while \(\mathcal{B}_{1} \neq \emptyset\) and Small \({ }^{-} \neq \emptyset\) do
        Remove any item \(j\) from Small \({ }^{-}\)and assign to any agent with a \(\mathcal{B}_{1}\) bundle
        Re-define the \(\mathcal{B}\)-sets for the new allocation
    if \(\mathcal{B}_{1}=\emptyset\) then
        \(A^{\pi} \leftarrow \operatorname{Bag}-\operatorname{Fill}((\mathcal{N}, \mathcal{M}, v), \mathcal{B}\)-sets \()\)
        return \(A^{\pi}\)
    \(\mathcal{A}^{1,2} \leftarrow\) allocation of all bundles from \(\mathcal{B}_{1}\) and \(\mathcal{B}_{2}\) to distinct agents
    \(\mathcal{N}^{\prime} \leftarrow\) set of remaining agents, \(\mathcal{M}^{\prime} \leftarrow \cup_{B \in \mathcal{B}_{3} \cup \mathcal{B}_{4}} B \cup\) Small \({ }^{+}, n^{\prime}=\left|\mathcal{N}^{\prime}\right|\)
    if \(\mathcal{B}_{4} \neq \emptyset\) then
        if \(v\left(\mathcal{M}^{\prime}\right) \geq n^{\prime}\left(1-\frac{\epsilon}{2}\right)\) then
            \(A^{\pi} \leftarrow \mathcal{A}^{1,2} \cup \operatorname{Bag}-\operatorname{Fill}\left(\left(\mathcal{N}^{\prime}, \mathcal{M}^{\prime}, v\right), \mathcal{B}-\right.\) sets \(\left.=\mathcal{B}_{3} \cup \mathcal{B}_{4}\right)\)
            return \(A^{\pi}\)
        else
            continue \(\quad / / B^{\pi}\) is invalid
    else
        \(\mathcal{M}^{\prime} \leftarrow\) Small \(^{+}\)
        for \(B \in \mathcal{B}_{3}\) do
            introduce a new good \(b\) with \(v(b)=v(B) ; \mathcal{M}^{\prime} \leftarrow \mathcal{M}^{\prime} \cup\{b\}\)
        \(A^{\pi} \leftarrow \mathcal{A}^{1,2} \cup(1-\epsilon)\)-MMS allocation for \(\left(\mathcal{N}^{\prime}, \mathcal{M}^{\prime}, v^{\prime}\right)\) using the algorithm in [JKV16]
        \(\mathbb{A} \leftarrow \mathbb{A} \cup\left\{A^{\pi}\right\}\)
return \(\operatorname{argmax}_{A^{\pi} \in \mathbb{A}} \min _{A_{i} \in A^{\pi}} v\left(A_{i}\right)\)
```

Lemma 4.4. If for $B^{\pi *}$, the subsequent allocation of $\mathrm{Big} \cup$ Small ${ }^{-}$in Algorithm 3 has $\mathcal{B}_{4}=\emptyset$, then,

$$
\operatorname{MMS}^{n}(\mathcal{M}) \leq_{p} \mathcal{M M S}^{n-\left|\mathcal{B}_{1}\right|-\left|\mathcal{B}_{2}\right|}\left(\bigcup_{B \in \mathcal{B}_{3}} B \cup \text { Small }^{+}\right) .
$$

Proof. We form an allocation of $\cup_{B \in \mathcal{B}_{3}} B \cup$ Small ${ }^{+}$among $n-\left|\mathcal{B}_{1}\right|-\left|\mathcal{B}_{2}\right|$ agents with the smallest bundle's value at least $\mathcal{M M S}^{n}(\mathcal{M})$, thus proving the lemma. Consider the allocation of Small in $A^{\pi *}$. Allocate the items from $\mathcal{M}^{\prime}=\cup_{B \in \mathcal{B}_{3}} B \cup S m a I^{+}$among the set $\mathcal{N}^{\prime}$ of agents who have received bundles in $\mathcal{B}_{3}$, as they are allocated in $A^{\pi^{*}}$. Call this allocation $A^{\pi^{\prime}}$. Now the allocation $A^{\pi^{*}}$ may also have some Small chores assigned to agents in $\mathcal{N}^{\prime}$, but no other goods. The lowest valued bundle in $A^{\pi \prime}$ thus has value at least that of the lowest valued bundle in $A^{\pi *}$ (since no SMALL chore is added to these bundles in $A^{\pi \prime}$ ). The MMS value of agents in $\mathcal{N}^{\prime}$, when partitioning $\mathcal{M}^{\prime}$ among them, is at least that of the lowest valued bundle of $A^{\pi \prime}$, hence is at least $\mathrm{MMS}^{n}(\mathcal{M})$.

Next we state and prove the main theorem of this section.
Theorem 4.1. Given an instance ( $n, \mathcal{M}, v$ ) with $\mathrm{MMS} \geq 0$, Algorithm 3 returns a ( $1-\epsilon$ )-MMS allocation in $O(m)$ time.

Proof. First we prove the correctness of the algorithm. Note that no valid partition is discarded, as the procedure before deciding to discard a partition is exactly the procedure to determine if the partition is invalid. Consider a valid partition $B^{\pi^{*}}$ corresponding to an MMS allocation $A^{\pi^{*}}$, and its $\mathcal{B}$-sets as per (13). From Lemma 4.2, such a partition exists. After executing the while loop on Line 4, as every Small chore has absolute value at most $\epsilon / 2$, upon adding the last chore before the value falls below 1 , the value of every bundle to which a chore was added is still at least $1-\epsilon / 2$. After this, one of the cases based on which conditions from $\mathcal{B}_{1}=\emptyset$ and $\mathcal{B}_{4}=\emptyset$ are true gets executed. In every case, there is some allocation generated, as the partition is valid.

If the Bag-Fill algorithm is called, then every agent gets a bundle of value $1-\epsilon$. As MMS $\leq 1$, the allocation returned is $(1-\epsilon)$-MMS.

If the PTAS of [JKV16] is called, then first, the agents receiving bundles from $\mathcal{B}_{1}, \mathcal{B}_{2}$, by definition of these sets, have value at least $1-\epsilon \geq(1-\epsilon)-\mathrm{MMS}$ for their bundle. Also, as $B^{\pi *}$ corresponds to an MMS allocation, the MMS value for allocating the remaining items among the remaining agents, from Lemma 4.4, is at least the original MMS value. Hence, a ( $1-\epsilon$ )-MMS allocation of the goods manna instance, combined with the allocations to the agents with the $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$ bundles, is $(1-\epsilon)$-MMS.

As $B^{\pi *}$ is considered when enumerating all the Big item partitions, this allocation will be stored in $\mathbb{A}$. Hence, the allocation returned has value at least $(1-\epsilon)-M M S$ for the smallest valued bundle.

For running time, note that every iteration of the for loop first allocates all Small chores, then either runs a bag-filling algorithm which takes $O(m)$ time, discards the iteration, or runs the PTAS of [JKV16] which takes $O\left(2^{\tilde{O}(1 / \epsilon)} n \log m\right)=o\left(2^{\left(1 / \epsilon^{2}\right)} n \log m\right)$ time. In the worst case, every iteration takes $O\left(m+O\left(2^{1 / \epsilon^{2}} n \log m\right)\right)$ time. The for loop runs for $n^{|B I G|}$ iterations, which from Lemma 4.1 is $O\left(n^{n / \tau \epsilon}\right)=2^{O(n \log n / \tau \epsilon)}$. Hence, the total run time of the algorithm is $O\left(2^{n \log n / \tau \epsilon}\left(2^{1 / \epsilon^{2}} n \log m+\right.\right.$ $m)=O(m)$ time .
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## A MISSING PROOFS

## A. 1 Section 2

Lemma 2.1. $v_{i}(\mathcal{M}) \geq 0$ iff $M M S_{i} \geq 0$.

Proof. If the sum of valuations of all items $v_{i}(\mathcal{M})$ is negative, there can be no allocation where every bundle has non-negative valuation. Hence, $\mathrm{MMS}_{i}$ is negative. If the sum of valuations is positive, then adding all items to one bundle and no item in other bundles makes the least-valued bundle have zero value. Thus, in this case, $\mathrm{MMS}_{i} \geq 0$.

Lemma 2.2. $\mathrm{MMS}_{i} \leq v_{i}(\mathcal{M}) /|\mathcal{N}|$ for all $i \in \mathcal{N}$.
Proof. If $\mathrm{MMS}_{i}>v_{i}(\mathcal{M}) / n$, it implies that there exists a partition of items in $\Pi_{n}(\mathcal{M})$ where all bundles have value greater than $v_{i}(\mathcal{M}) / n$. Therefore, $v_{i}(\mathcal{M}) \geq n . \mathcal{M M S}_{i}>n . \frac{v_{i}(\mathcal{M})}{n}=v_{i}(\mathcal{M})$, which is a contradiction.

Lemma 2.3. [Scale Invariance] $\alpha-\mathrm{MMS}+\mathrm{PO}$ allocations for the instances $\left(\mathcal{N}, \mathcal{M},\left(v_{i}\right)_{i \in \mathcal{N}}\right)$ and $\left(\mathcal{N}, \mathcal{M},\left(v_{i}^{\prime}\right)_{i \in \mathcal{N}}\right)$ are the same when for all $i, j, v_{i j}^{\prime}=c_{i} \cdot v_{i j}$ for some constants $c_{i}>0$.

Proof. For any agent $i$, the value of any bundle of items $\mathcal{S}$ according to the two valuation function are related as $v_{i}^{\prime}(\mathcal{S})=c_{i} \cdot v_{i}(\mathcal{S})$. Thus, by definition of MMS, her MMS values according to the two valuation functions are also related as $\mathrm{MMS}_{i}^{\prime}=c_{i} \cdot \mathrm{MMS}_{i}$, where $\mathrm{MMS}_{i}^{\prime}$ is agent $i^{\prime}$ s MMS value according to $v_{i}^{\prime}$.

This implies that a set of items has $\alpha$-MMS value for $i$ according to $\left(v_{i}\right)_{i \in \mathcal{N}}$ if and only if it has $\alpha$-MMS value according to $\left(v_{i}^{\prime}\right)_{i \in \mathcal{N}}$. Hence all $\alpha$-MMS allocations according to valuations $\left(v_{i}\right)_{i \in \mathcal{N}}$ are also $\alpha$-MMS according to $\left(v_{i}^{\prime}\right)_{i \in \mathcal{N}}$ and vice versa.

The $\alpha-\mathrm{MMS}+\mathrm{PO}$ allocation according to $\left(v_{i}\right)_{i \in \mathcal{N}}$, say $\mathcal{A}$, is $\alpha-\mathrm{MMS}$ and must also be PO according to $\left(v_{i}^{\prime}\right)_{i \in \mathcal{N}}$, as otherwise the Pareto dominating allocation will Pareto dominate $\mathcal{A}$ according to $\left(v_{i}\right)_{i \in \mathcal{N}}$ too.

## A. 2 Section 3

Claim 3.1. For the approximate MMS values $\tilde{\mu}_{i}$, we have, if $\mu_{i}>0$, then $\tilde{\mu}_{i} \in\left[(1-\epsilon / 2) \mu_{i}, \mu_{i}\right]$, if $\mu_{i}=0$ then $\tilde{\mu}_{i}=0$ and if $\mu_{i}<0$, then $\tilde{\mu}_{i} \in\left[\mu_{i} /(1-\epsilon / 2), \mu_{i}\right]$.
Proof. We know from condition 2 of the $\alpha$-MMS +PO problem that $v_{i}(\mathcal{M}) \geq \tau \cdot \min \left\{v_{i}^{+}, v_{i}^{-}\right\}$. After scaling, we have $\left|v_{i}(\mathcal{M})\right|=n$. For agents where $v_{i}(\mathcal{M}) \geq 0, n \geq \tau \cdot v_{i}^{-} \Rightarrow v_{i}^{-} \leq n / \tau=O(n)$. Also, $n=v_{i}^{+}-v_{i}^{-} \Rightarrow v_{i}^{+} \leq n(1+1 / \tau)=O(n)$. Analogously we prove the claim when $v_{i}(\mathcal{M})<0$.
Lemma 3.2. The number of big items, i.e., $|\mathrm{BIG}| \leq O\left(n^{3} / \epsilon\right)$.
Proof. Since BIG $=\cup_{i \in \mathcal{N}}$ BIG $_{i}^{+} \cup_{i \in \mathcal{N}}$ BIG $_{i}^{-}$, to prove the lemma it suffices to show that the number of BIG goods and chores of every agent $i \in \mathcal{N}$ is $\left|\mathrm{BIG}_{i}^{+}\right|,\left|\mathrm{BIG}_{i}^{-}\right| \leq O\left(n^{2} / \epsilon\right)$. Fix an agent $i \in \mathcal{N}$. First we will show bound on $\left|\mathrm{BIG}_{i}^{+}\right|$.
Case 1: $\tilde{\mu}_{i} \geq 0$.

$$
\begin{equation*}
\text { If } \tilde{\mu}_{i} \geq 1 / 3,\left|\mathrm{BIG}_{i}^{+}\right| \leq\left|\left\{j \in \mathcal{M}: v_{i j}>\epsilon /(6 n)\right\}\right| \leq \frac{v_{i}^{+}}{\epsilon /(6 n)} \leq \frac{6 n}{\epsilon} O(n)=O\left(n^{2} / \epsilon\right) \tag{16}
\end{equation*}
$$

The last inequality follows by Claim 3.2. Otherwise, if $\tilde{\mu}_{i}<1 / 3$, then $\mu_{i} \leq \tilde{\mu}_{i} /(1-\epsilon / 2)<1 /(3-$ $3 \epsilon / 2)<2 / 3$. Divide $\mathrm{BIG}_{i}^{+}$into two sets as follows.

$$
\begin{equation*}
\mathrm{BIG}_{i}^{+}=\left\{j: v_{i j}>\epsilon /(6 n)\right\} \cup\left\{j: \epsilon \tilde{\mu}_{i} /(2 n)<v_{i j} \leq \epsilon /(6 n)\right\} . \tag{17}
\end{equation*}
$$

Let us call the first set in Equation (17) LARGE and the second set MEDIUM. Similarly as for the case of $\tilde{\mu}_{i} \geq 1 / 3$, we can prove the size of LARGE is at most $O\left(n^{2} / \epsilon\right)$. We now prove that the number of items in MEDIUM is at most $\frac{2 n(n-1)}{(1-\epsilon / 2) \epsilon}+(n-2)$. We show that if this is not true then
there is a partition of all the items where all parts have value strictly more than $\mu_{i}$ for agent $i$ which is a contradicts that $\mu_{i}$ being her MMS value. The partition is as follows. Add all items except the goods from MEDIUM to the first bundle. If $i$ 's value for this bundle is more than 1 , divide MEDIUM to make $n-1$ bundles with at least $2 n /((1-\epsilon / 2) \epsilon)+1$ items in each. Then all the remaining bundles have value at least,

$$
\left(\frac{2 n}{(1-\epsilon / 2) \epsilon}+1\right)\left(\frac{\epsilon}{2 n}\right) \tilde{\mu}_{i}>\frac{\tilde{\mu}_{i}}{(1-\epsilon / 2)} \geq \mu_{i} .
$$

If the value of the first bundle is less than 1 for $i$, then we add enough goods from MEDIUM to each bundle one by one (first bundles and all remaining empty bundles) so that their value is at least $2 / 3>\mu_{i}$. Since every item in MEDIUM has value at most $\epsilon /(6 n)$, the value of the each bundle is less than $2 / 3$ before adding the last item and less than $2 / 3+\epsilon /(6 n)<1$ later. As each bundle's value is at most 1 and $v(\mathcal{M})=n$, there are enough items to make $(n-1)$ bundles, each of value at least $2 / 3$ which is greater than $\mu_{i}$. This is a contradiction to definition of $\mathrm{MMS}_{i}$.

Therefore, $\mid$ MEDIUM $\left\lvert\, \leq \frac{2 n(n-1)}{(1-\epsilon / 2) \epsilon}+(n-2)=O\left(n^{2} / \epsilon\right)\right.$. Hence $\left|\mathrm{BIG}_{i}^{+}\right|=\mid$LARGE $|+|$MEDIUM $\mid=$ $O\left(n^{2} / \epsilon\right)$, for any $i$ with $\tilde{\mu}_{i} \geq 0$.

Case 2: $\tilde{\mu}_{i}<0$. Then by the definition of a BIG good for this case, $\left|\mathrm{BIG}_{i}^{+}\right| \leq v_{i}^{+} /(\epsilon /(2 n))=$ $(2 n / \epsilon) O(n)=O\left(n^{2} / \epsilon\right)$.
Next we show the bound on $\left|\mathrm{BIG}_{i}^{-}\right|$. By definition of a BIG chore, $\left|\mathrm{BIG}_{i}^{-}\right| \leq 2 n \cdot v_{i}^{-} / \epsilon=O\left(n^{2} / \epsilon\right)$, as from Claim 3.2 we have $v_{i}^{-} \leq O(n)$.

Lemma 3.3. The allocation graph of any $L P$ solution $x$ can be made acyclic in such a way that in the allocation corresponding to the new graph, say $x^{\prime}=\left[x_{i j}^{\prime}\right]_{i \in \mathcal{N}, j \in S M A L L}$, every agent receives a bundle of the same or better value as in $x$.

Proof. First we show how to eliminate one cycle, say $C$, in the allocation graph of $x$. That is, we define a new allocation $x^{\prime}$, that removes one cycle without reducing the value of any agent. Let there be $k$ agents and $k$ items in $C$, with the edges as,

$$
a^{1}-o^{1}-a^{2}-o^{2}-\cdots-o^{i-1}-a^{i}-o^{i}-a^{(i+1)} \cdots-o^{k-1}-a^{k}-o^{k}-a^{1} .
$$

Each agent $a^{i}$ is partially assigned items $o^{i}$ and $o^{i-1}$ (by setting $0 \equiv k$ ) and each item $o^{i}$ is partially assigned to agents $a^{i}$ and $a^{i+1}$ (by setting $k+1 \equiv 1$ ). Without loss of generality, we may assume that items in $C$ are solely considered as either a good or a chore by both agents sharing them, otherwise, we can break the cycle by allocating the share of the other agent for this item to the one who considers it as a good. We call an item a good if both the agents sharing it consider it so, else a chore.

First we argue the case when there is at least one good. Without loss of generality we assume $o^{k}$ is a good. Let $X^{C}=\left[x_{11}, x_{21}, x_{22}, \ldots, x_{k(k-1)}, x_{k k}, x_{1 k}\right]$ be the allocation vector of cycle $C$. Also let $\tilde{V}^{C}=\left[\tilde{v}_{11}, \tilde{v}_{21}, \tilde{v}_{22}, \ldots, \tilde{v}_{k(k-1)}, \tilde{v}_{k k}, \tilde{v}_{1 k}\right]$ be the vector representing the scaled values of the agents for the items assigned to them in $C$, defined as,

$$
\tilde{v}_{i j}= \begin{cases}v_{i j} & \text { if } i=1 \\ v_{i j}\left(\frac{v_{(i-1)(i-1)}}{v_{i(i-1)}}\right) & \text { otherwise }\end{cases}
$$

In $\tilde{V}^{C}$ the valuations of the agents are scaled in a way so that agents sharing an item in $C$ have the same value for that item (except for item $k$ ). Without loss of generality we assume $\tilde{v}_{1 k} \leq \tilde{v}_{k k}$. Let $U^{C}=\left[u_{11}, u_{21}, u_{22}, \ldots, u_{k(k-1)}, u_{k k}, u_{1 k}\right]$ be the utility vector of $C$ where $u_{i j}=\tilde{v}_{i j} x_{i j}$. Let $\delta$ be the
minimum of smallest positive $u_{i j}, i \neq j$ (even indexes of $U^{C}$ ) and smallest $\left|u_{i i}\right|, u_{i i}<0$ (odd indexes of $U^{C}$ ). Define

$$
u^{\prime}{ }_{i j}:= \begin{cases}u_{i j}-\delta & \text { if } i \neq j \\ u_{i j}+\delta & \text { otherwise }\end{cases}
$$

Then the desired $x^{\prime}$ is defined as,

$$
x_{i j}^{\prime}:= \begin{cases}u^{\prime}{ }_{i j} / \tilde{v}_{i j} & \text { if } i, j \in C \\ x_{i j} & \text { otherwise }\end{cases}
$$

By choice of $\delta$, at least one $x_{i j}^{\prime}$ with $x_{i j}>0$ will be 0 and no new edge is added to the allocation graph so the cycle $C$ is removed. We need to show that the new $x_{i j}^{\prime}$ 's present a feasible allocation. By choice of $\delta$, we can see that $u_{i j}^{\prime} \geq 0$ when $j$ is a good for agents sharing it in $C, u_{i j}^{\prime} \leq 0$ otherwise. For all agents $a^{i}$ in $C, u_{i(i-1)}+u_{i i}=u_{i(i-1)}^{\prime}+u_{i i}^{\prime}$ (by setting $1-1=k$ for agent $a^{1}$ ) so each agent will get the same utility before removing the cycle. Also, we have $u_{i i}+u_{i(i+1)}=u_{i i}^{\prime}+u_{i(i+1)}^{\prime}$ and since for all items $O^{i}, i \in[k-1], \tilde{v}_{i i}=\tilde{v}_{i(i+1)}$ we have $x_{i i}+x_{i(i+1)}=x_{i i}^{\prime}+x_{i(i+1)}^{\prime}$. For item $k$ we have,

$$
\begin{aligned}
& u_{k k}^{\prime}=u_{k k}+\delta \Longrightarrow x_{k k}^{\prime}=x_{k k}+\frac{\delta}{\tilde{v}_{k k}} \\
& u_{1 k}^{\prime}=u_{1 k}-\delta \Longrightarrow x_{1 k}^{\prime}=x_{1 k}-\frac{\delta}{\tilde{v}_{1 k}} \\
\Longrightarrow & x_{k k}^{\prime}+x_{1 k}^{\prime} \leq x_{k k}+x_{1 k}
\end{aligned}
$$

The last inequality hold because $\tilde{v}_{1 k} \leq \tilde{v}_{k k}$. Therefore, all agents receive the same utility in the new allocation. But there may be an extra amount of good $k$ available; we assign it to the agent who has the highest share of good $k$.

If all items in $C$ are chores, we define $\tilde{V}$ and $U$ similarly as for the previous case. Without loss of generality, we assume $\tilde{v}_{1 k} \leq \tilde{v}_{k k}$ and we choose $\delta$ to be the smallest $\left|u_{i i}\right|, u_{i i}<0$ (odd indexes of $U^{C}$ ). With the same analysis we get $u_{i i}+u_{i(i+1)}=u_{i i}^{\prime}+u_{i(i+1)}^{\prime}$ for all agents $i, x_{i i}+x_{i(i+1)}=x_{i i}^{\prime}+x_{i(i+1)}^{\prime}$ for items $i \neq k$ and $x_{k k}^{\prime}+x_{1 k}^{\prime} \geq x_{k k}+x_{1 k}$. Therefore, agents get the same utility with an extra amount of chore $k$ assigned to some agent. We improve the utility of the agent who gets this share of chore $k$ by reducing her share from chore $k$ by making, $\sum_{i \in \mathcal{N}} x_{i k}=1$.
We repeat this process for every cycle, removing at least one edge with every removal. Hence, in polynomial time, we get an acyclic allocation graph.

Lemma 3.4. The number of shared items in any acyclic allocation graph is at most $n-1$.
Proof. Suppose there are $k$ shared goods. Consider the subgraph of the allocation graph with the $n+k$ nodes corresponding to all the buyers and only the shared goods. As this graph is acyclic, there are at most $n+k-1$ edges. Further, each item is shared, meaning there are at least two edges incident to each node representing a good. Thus, there are at least $2 k$ edges. The inequality $n+k-1 \geq 2 k$ is satisfied only when $k \leq n-1$, hence there are at most $n-1$ shared goods.

Corollary 3.1. If an $\alpha$-MMS allocation exists, Algorithm 1 returns an $(\alpha-\epsilon)^{+}-\mathrm{MMS}$ allocation.
Proof. If an $\alpha$-MMS allocation exists, then for the partition of BIG corresponding to this allocation, say $B^{\pi}=\left[B_{1} \cdots, B_{n}\right]$, there is an integral allocation of SMALL where every agent $i$ gets
value $\alpha \cdot \tilde{\mu}_{i}-v_{i}\left(B_{i}\right) \geq c_{i}$ from SMALL. Thus, the LP will have a (fractional) solution. From Lemma 3.6, the resulting allocation obtained by rounding the LP solution is $(\alpha-\epsilon)^{+}-\mathrm{MMS}$.

Theorem 3.3. Given an instance $\left(\mathcal{N}, \mathcal{M},\left(v_{i}\right)_{i \in \mathcal{N}}\right)$ and constants $\alpha, \epsilon, \gamma>0$, that is, an instance of the $\alpha-\mathrm{MMS}+\mathrm{PO}$ problem, Algorithm 1 returns an $(\alpha-\epsilon)^{+}-\mathrm{MMS}+\gamma-\mathrm{PO}$ allocation if an $\alpha-\mathrm{MMS}$ allocation exists, else reports it does not exist, in time $O\left(2^{O\left(\left(n^{3} \log n\right) / \min \left\{\epsilon^{2}, \gamma^{2} / 2\right\}\right)} m^{3}\right)$ where $n=|\mathcal{N}|$ is a constant. Thus, it is a PTAS.

Proof. From Corollaries 3.1 and 3.2 the correctness of Algorithm 1 follows. Next we analyze the running time.

The time to compute the approximate MMS values is $O\left(n \cdot 2^{(n \log n) / \epsilon}\left(2^{1 / \epsilon^{2}} n \log m+m\right)\right.$, from the proofs of Theorems 4.1 and C.1. Since $|\mathrm{BIG}| \leq O\left(n^{3} / \tau \epsilon\right)$ by Lemma 3.2, the number of iterations in the for loop enumerating all the allocations of the BIG items is $O\left(2^{O\left(\left(n^{3} \log n\right) / \epsilon\right)}\right)$. Note that we re-define $\epsilon$ as $\min \left\{\epsilon, \frac{\alpha \gamma}{(1+\gamma)}\right\} \geq \min \left\{\epsilon, \frac{\gamma^{2}}{2}\right\}=: \zeta$, thus $|\mathrm{BIG}| \leq O\left(n^{3} / \zeta\right)$. Each iteration solves an LP of $m n$ variables and $O(m n)$ constraints, hence takes time some polynomial function in ( $m, n$ ) less than $O\left((m n)^{3}\right)$ [LSZ19]. Finding a cycle in the allocation graph requires time linear in the number of edges, at most $O(m n)$. Eliminating the cycle requires time $O(m n)$, and deletes at least one edge. Repeating the process until the graph is acyclic takes at most $O(\mathrm{mn})$ iterations, hence the making the allocation acyclic and rounding it steps take time at most $O\left(m^{2} n^{2}\right)$. Hence the total time for the algorithm in the worst case is,

$$
\begin{gathered}
O\left(n \cdot 2^{n \log n / \epsilon}\left(2^{1 / \epsilon^{2}} n \log m+m\right)\right)+O\left(2^{O\left(n^{3} \log n / \zeta\right)} m^{3} n^{3}+m^{2} n^{2}\right) \leq O\left(2^{O\left(\left(n^{3} \log n\right) / \min \left\{\epsilon^{2}, \zeta\right\}\right)} m^{3}\right), \\
=O\left(2^{O\left(\left(n^{3} \log n\right) / \min \left\{\epsilon^{2}, \gamma^{2} / 2\right\}\right)} m^{3}\right)=O\left(m^{3}\right),
\end{gathered}
$$

as $n, \alpha, \gamma$ and $\epsilon$ are constant.

## B NON-EXISTENCE OF $\alpha$-MMS ALLOCATIONS

In this section, we show an instance for which there is no $\alpha-M M S$ allocation for any $\alpha>0$. Our instance is a modification of the instance in [KPW16] that shows that an MMS allocation in a goods only manna does not always exist. We take their exact instance, and add three chores to $\mathcal{M}$, each of absolute value equal to a small constant less than the agent's MMS values. For completeness, we discuss all details of the instance.

Let $\mathcal{N}=\{1,2,3\}, \mathcal{M}^{+}=\{(j, k): j \in[3], k \in[4]\}, \mathcal{M}^{-}=\{(1),(2),(3)\}$, and $\mathcal{M}=\mathcal{M}^{+} \cup \mathcal{M}^{-}$ respectively be the set of agents, goods, chores, and all items. In order to define the valuations of the agents for each of these items, we first define matrices $O, E^{(1)}, E^{(2)}$, and $E^{(3)}$ as follows.

$$
\begin{array}{ll}
O & =\left[\begin{array}{cccc}
17 & 25 & 12 & 1 \\
2 & 22 & 3 & 28 \\
11 & 0 & 21 & 23
\end{array}\right] \\
E^{(1)}=\left[\begin{array}{cccc}
3 & -1 & -1 & -1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] & E^{(2)}=\left[\begin{array}{cccc}
3 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{array}\right]
\end{array} E^{(3)}=\left[\begin{array}{cccc}
3 & 0 & -1 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right] .
$$

The valuation of each agent $i$ for each $\operatorname{good}(j, k)$ is, $v_{i}(\{(j, k)\})=10^{6}+10^{3} \cdot O_{j k}+E_{j k}^{(i)}$, and their value for each chore is -4054999.75 .

From [KPW16], every agent can divide all the goods in this instance into three bundles of value 4055000 each. Adding one chore to each of these makes every bundle's value 0.25 . It can be verified that the average value of all items is 0.25 for every agent. As MMS cannot be higher than the
average, the above allocation shows that every agent's MMS value is 0.25 . [KPW16] also show that there is no allocation of the goods were all agents get at least 4055000, and that the sum of any 3 goods is less than 4055000 . As the values of goods are integers, every agent must get at least 4 goods for every chore in order to receive a positive valued bundle. If every agent is to get a positive valued bundle, the agent receiving less than 4055000 from the goods must not receive any chore, and must get at least one good. But then there are 3 chores and at most 11 goods remaining to be allotted. Hence, at least one agent will receive a negative valued bundle. Therefore, there is no allocation that can guarantee every agent a positive valued bundle, and the best $\alpha$ for which an $\alpha$-MMS allocation exists is at most zero.

## C COMPUTING MMS WHEN MMS < 0

In this section we introduce the algorithm that finds a $(1-\epsilon)$-MMS allocation of an agent with MMS $<0$ for an instance ( $n, \mathcal{M}, v$ ) and a constant $\epsilon>0$, or equivalently, a ( $1-\epsilon$ )-MMS allocation of $\left(\mathcal{N}, \mathcal{M},\left(v_{i}\right)_{i \in \mathcal{N}}\right)$ when there are identical agents with valuation function $v$ (Algorithm 4). From Lemmas 2.2 and the normalization $v(\mathcal{M})=-n$, we have MMS $\leq-1$.

From Definition 2.1, a ( $1-\epsilon$ )-MMS allocation gives each agent a bundle with value at least $(1 /(1-\epsilon))$ MMS. Let $\sigma:=\frac{1}{1-\epsilon}-1$. Algorithm 4 obtains an allocation where each agent gets a bundle of value at least $(1+\sigma)$ MMS $=(1 /(1-\epsilon))$ MMS. The high level idea of the algorithm is as follows. First we scale the valuations so that $v(\mathcal{M})=-n$, and classify items as Big or Small. Then similarly as in Algorithm 3, we enumerate all partitions of Big. While there are unallocated Small goods, we add them one by one to the bundle with the least value. Once all the Small goods are exhausted, we iteratively add Small chores to the bundle with the highest value.

```
ALGORITHM 4: \((1-\epsilon)\)-MMS Allocation for identical agents with MMS \(<0\)
Input : \((n, \mathcal{M}, v)\), a constant \(\epsilon\)
Output: \((1-\epsilon)\)-MMS Allocation
Normalize the valuations so that \(v(\mathcal{M})=-n\).
\(\sigma \leftarrow \frac{1}{1-\epsilon}-1, \mathbb{A} \leftarrow \emptyset\)
Big \(:=\left\{j \in X:\left|v_{j}\right| \geq \sigma\right\}\), Small \(:=\mathcal{M} \backslash\) Big, Small \({ }^{+}=\)Small \(\cap \mathcal{M}^{+}\), Small \({ }^{-}=\)Small \(\cap \mathcal{M}^{-}\)
for \(\mathcal{B} \in \Pi_{n}(\mathrm{Big})\) do
    while Small \({ }^{+} \neq \emptyset\) do
        add any Small good to a bundle with the lowest value
    while \(X \neq \emptyset\) do
        add any Small chore to a bundle with the highest value
    store the allocation to a set \(\mathbb{A}\)
return \(\operatorname{argmax}_{A \in \mathbb{A}} \min _{A_{i} \in A} v\left(A_{i}\right) \quad / /\) return allocation with highest maximin value
```

Theorem C.1. Algorithm 4 gives $a(1-\epsilon)$-MMS allocation when MMS $<0$ in $O(m)$ time.
Proof. We first prove a helpful lower bound on the value of all Small goods. Let $B^{\pi *}$ be a partition of the Big items corresponding to an MMS allocation. There are enough Small goods to add to each part in $B^{\pi *}$ so that every part has at least MMS value. Specifically, for the set $\mathcal{S}=\left\{B \in B^{\pi *}: v(B)<M M S\right\}$ we have,

$$
\begin{equation*}
v\left(\text { Small }^{+}\right) \geq \text {MMS } \cdot|S|-v\left(B^{\pi *}\right) \tag{18}
\end{equation*}
$$

Now, let $A^{\pi}=\left\{A_{1}, \ldots, A_{n}\right\}$ be the output of Algorithm 4. Suppose for contradiction there exists some $A_{i} \in A$ such that $v\left(A_{i}\right)<\left(\frac{1}{1-\epsilon}\right)$ MMS $=(1+\sigma)$ MMS. Consider each $A_{k} \supseteq B_{k}$ with $B_{k} \in \mathcal{S}$. Note that the algorithm adds Small goods to the bundle with the least value. Because of $A_{i}$, before adding the last Small good to any bundle, its value is less than $(1+\sigma)$ MMS. The last good added has value at most $\sigma$. Therefore, all the $A_{k} s$ have value at most MMS. From, (18) and the fact that the algorithm adds goods to the least valued bundle, we have,

$$
\begin{equation*}
v\left(\text { Small }^{+} \backslash\left(\bigcup_{k \in[n]} A_{k}\right)\right) \geq \sum_{B \in \mathcal{S}} \mathrm{MMS}-v(B)+\sigma=\sigma, \tag{19}
\end{equation*}
$$

which is a contradiction.
Now we prove that after adding the Small chores the value of all the bundles is at least ( $1+$ $\sigma) M M S$. This is true because while there exists an unallocated chore, the value of the highest valued bundle is greater than -1 , because $v(\mathcal{M})=-n$. Adding a chore to such bundle will decrease the value by at most $\sigma$. Therefore, the value of such bundle is at least $-(1+\sigma) \geq(1+\sigma)$ MMS. By definition of $\sigma,(1+\sigma)=1 /(1-\epsilon)$.

Finally, $|\mathrm{BIG}|=O(n / \sigma)=O(n / \epsilon)$, from the definition of BIG and $\sigma$. As every iteration corresponding to a partition of BIG takes $O(m)$ time, Algorithm 4 runs for $O\left(m \cdot 2^{O(n \log n / \epsilon)}\right)=O(m)$ time.

## D HARDNESS OF APPROXIMATION

The $\alpha$-MMS + PO problem makes two assumptions. First, the number of agents is assumed to be a constant. Second, the sum of absolute values of all the items for every agent is assumed to be at least $\tau$ times the minimum of this sum for the goods and the chores, for some constant $\tau>0$. In this section we show that relaxing either of these two assumptions makes the $\alpha$-MMS problem NP-hard for any $\alpha \in(0,1]$, even when agents are identical.

When agents are identical, the allocation that decides the MMS value of the agents is also an MMS allocation for the instance. Thus, for $\alpha=1$, the GENERAL $\alpha$-MMS problem should return an $M M S$ allocation. Furthermore, given $v(\mathcal{M})>0$, we are guaranteed to have $M M S \geq 0$ due to Lemma 2.1. However next we show that when either assumption of problem $\alpha$-MMS is dropped, deciding if the inequality is indeed strict is NP-hard.

We separate Theorem 3.1 as two NP-hardness results in Theorems D. 1 and D.2. To prove both, we reduce from the known NP-hard PARTITION problem.
PARTITION Problem. Given a set of non-negative integers $E=\left\{e_{1}, \ldots, e_{m}\right\}$, output YES if there exists a division of the elements into two sets of equal weight, otherwise output NO.

Theorem D.1. Given an instance ( $n, \mathcal{M}, v$ ) with constantly many (two) identical agents andv $(\mathcal{M})>$ 0 , checking if MMS $>0$ is NP-hard.

Proof. We reduce an instance of PARTITION to an MMS instance ( $n, \mathcal{M}, v$ ) with two identical agents. Let $\mathcal{N}=\{1,2\} . \mathcal{M}=[m+2]$, where the first $m$ items are goods and the last two are chores. The valuation function $v$ is defined as follows, where $\beta=1 / 4$.

$$
v_{j}= \begin{cases}e_{j}, & \forall j \in[m] \\ -\left(\sum_{i} e_{i} / 2\right)+\beta, & j \in\{m+1, m+2\} .\end{cases}
$$

That is, the goods correspond to PARTITION elements, and have the same value as the weight of the element, and the chores are $\beta$ more than the negated weight of each set in an equal distribution
of the elements. Note that, (a) the trivial partition where all items are in the same bundle has the smaller bundle valued zero, and (b) the average of values of all items is $\beta$, and MMS cannot be higher than the average (Lemma 2.2). Hence, $0 \leq M M S \leq \beta$.

We prove the correctness of the reduction in the following two claims.
Claim D.1. PARTITION has a solution $\Rightarrow M M S \geq \beta$.
Proof. Divide the goods into two bundles as per the PARTITION solution, and add one chore to each set. This gives us two bundles of equal value $\beta$, implying that $\mathrm{MMS} \geq \beta$.

Claim D.2. MMS $>0 \Rightarrow$ PARTITION has a solution.
Proof. We prove the contrapositive by contradiction. Suppose PARTITION does not have a solution. but MMS $>0$ for the instance $(n, \mathcal{M}, v)$. Let $A^{\pi}=\left(A_{1}, A_{2}\right)$ be the allocation achieving the MMS value, and let $u_{1}=v\left(A_{1}\right)$ and $u_{2}=v\left(A_{2}\right)$. Then we have $u_{1}, u_{2}>0$.

First we prove that both the chores cannot be in the same bundle. If they are, and if all goods are not in this bundle, then the value of the bundle with chores is at most the sum of all except the smallest good. This is $\left(-\sum_{i} e_{i}+2 \beta\right)+\left(\sum_{i} e_{i}-\min _{i} e_{i}\right) \leq 1 / 4-1<0$. If every good and chore is in the same bundle, the value of the other bundle is 0 . But $v_{1}>0$, hence the chores are in separate bundles.

But then the value of the goods in each bundle is at least the total value minus the chore's value, i.e., for $i=1,2, v\left(A_{i} \cap \mathcal{M}^{+}\right)=u_{i}-\left(-\frac{1}{2} \sum_{i \in[m]} e_{i}+\beta\right) \geq \mathrm{MMS}-\beta+\frac{1}{2} \sum_{i} e_{i}>\frac{1}{2} \sum_{i} e_{i}-\beta$. Since $\beta=1 / 4$ while $v\left(A_{i} \cap \mathcal{M}^{+}\right)$and $\frac{1}{2} \sum_{i} e_{i}$ are integers, it follows that $v\left(A_{i} \cap \mathcal{M}^{+}\right) \geq \frac{1}{2} \sum_{i} e_{i}$. Then partition $\left(A_{1} \cap \mathcal{M}^{+}, A_{2} \cap \mathcal{M}^{+}\right)$of $E=\left(e_{1}, \ldots, e_{m}\right)$ is a solution of the PARTITION problem, a contradiction.

Claims D. 1 and D. 2 show that MMS $>0 \Longleftrightarrow$ there is a solution to PARTITION.
When agents are identical, they agree on every item if it is a good or a chore, and therefore $\mathcal{M}^{g c}=\emptyset$. Therefore, $v_{i}^{+}$and $v_{i}^{-}$as defined in Definition 2.2 are same as $v\left(\mathcal{M}^{+}\right)$and $\left|v\left(\mathcal{M}^{-}\right)\right|$ respectively.

Theorem D.2. Given a fixed constant $\tau>0$, even if an instance ( $n, \mathcal{M}, v$ ) with identical agents satisfies $|v(\mathcal{M})| \geq \tau \cdot \min \left\{v\left(\mathcal{M}^{+}\right),\left|v\left(\mathcal{M}^{-}\right)\right|\right\}$, checking if MMS $>0$ is NP-hard.

Proof. Again, we give a reduction from PARTITION. Let $E=\left\{e_{1}, e_{2}, \cdots, e_{m}\right\}$ be the set of elements given as input for PARTITION. Create an instance ( $n, \mathcal{M}, v$ ) as follows: $\mathcal{N}$ has $n$ agents, where $n$ will be fixed later based on the value of $\tau$. $\mathcal{M}=\{1,2, \cdots, m+n\}$ where the first $m+(n-2)$ items are goods, and the last 2 are chores. The valuation function $v$ is defined as follows, where $\beta=1 / 4$.

$$
v_{j}= \begin{cases}e_{j} & \forall j \in[m] \\ \beta & \text { for } j \in\{m+1, \ldots, m+(n-2)\} \\ -\sum_{i \in[m]} e_{i} / 2+\beta & \text { for } j \in\{m+n-1, m+n\} .\end{cases}
$$

That is, the first $m$ goods have values equal to the weights of the corresponding elements of PARTITION. The remaining $(n-2)$ goods have value $\beta$ each, and both the chores have value $-\left(\sum_{i} e_{i} / 2\right)+\beta$. Fix $n$ to satisfy $|v(\mathcal{M})| \geq \tau \cdot \min \left\{v\left(\mathcal{M}^{+}\right),\left|v\left(\mathcal{M}^{-}\right)\right|\right\}$, or equivalently $v\left(\mathcal{M}^{+}\right) \geq$ $(1+\tau)\left|v\left(\mathcal{M}^{-}\right)\right|$, that is, $\left((n-2) \beta+\sum_{i} e_{i}\right) \geq(1+\tau)\left(\sum_{i} e_{i}+2 \beta\right)$.

We again have $0 \leq M M S \leq \beta$. The lower bound because $v(\mathcal{M})>0$ and Lemma 2.1, and the upper bound because the average $v(\mathcal{M}) / n$ is $\beta$ and Lemma 2.2. The correctness is argued in the next two claims.

Claim D.3. PARTITION has a solution $\Rightarrow$ MMS $\geq \beta$.
Proof. Divide the first $m$ goods as per the division of the elements of PARTITION into equal valued sets, and add one chore to each bundle. From the remaining goods $\{m+1, \ldots, m+(n-2)\}$ give one each to the remaining $(n-2)$ bundles. The value of every bundle created is $\beta$. Hence, $\mathrm{MMS} \geq \beta$.

Claim D.4. MMS $>0 \Rightarrow$ PARTITION has a solution.
Proof. We prove the contrapositive of the statement, by contradiction. Suppose PARTITION instance $E=e_{1}, \ldots, e_{m}$ does not have a solution, but MMS $>0$ for $(n, \mathcal{M}, v)$.

Given that there are exactly two chores, at least $(n-2)$ bundles have only goods and has to have at least one good. Furthermore, since $e_{i}$ s are positive integers and $\beta=1 / 4$, each of these ( $n-2$ ) bundles have value at least $\beta$. Now, $\beta$ being the upper bound on the MMS value, wlog we can assume that these $(n-2)$ bundles have exactly one good of the minimum value, namely $\beta$. This exhaust the goods $\{m+1, \ldots, m+(n-2)\}$ with value $\beta$. Therefore, the two chores and all goods corresponding to the PARTITION problem elements, and no other good, are in the remaining two bundles. Let these be the first two bundles $A_{1}$ and $A_{2}$.

Now by the same argument as in the proof of Claim D.2, we can show that both $A_{1}$ and $A_{2}$ have positive value only if each contains exactly one chore and the total value of goods in each, namely $v\left(A_{i} \cap E\right)$ for $i=1,2$, is at least $\frac{1}{2} \sum_{i \in[m]} e_{i}$. Thus, $\left(A_{1} \cap E, A_{2} \cap E\right)$ is a solution to the PARTITION instance $E$, a contradiction.

Claims D. 3 and D. 4 show that MMS $>0$ for $(n, \mathcal{M}, v) \Longleftrightarrow$ there is a solution to PARTITION.

Theorems D. 1 and D. 2 show that even if we know that MMS $\geq 0$ checking if it is strictly positive is NP-hard. Since for $\alpha \in(0,1]$, MMS $>0 \Leftrightarrow \alpha$ MMS $>0$, this essentially means, we can not find an $\alpha$-MMS allocation for any value of $\alpha \in(0,1]$ if either of the two conditions in $\alpha$-MMS problem is dropped. The next theorem formalizes this.

Theorem 3.1. For any instance ( $n, \mathcal{M}, v$ ) with identical agents and $v(\mathcal{M})>0$ such that exactly one of the following two holds: (a) either $n=2$ or $(b)|v(\mathcal{M})| \geq \tau \cdot \min \left\{v\left(\mathcal{M}^{+}\right),\left|v\left(\mathcal{M}^{-}\right)\right|\right\}$for a constant $\tau$, finding an $\alpha$-MMS allocation of $(n, \mathcal{M}, v)$ for any $\alpha \in(0,1]$ is NP-hard.

Even though an instance with identical agents is guaranteed to have an allocation where every agent gets at least the MMS value, i.e., 1-MMS allocation exists, Theorem 3.1 ruling out an efficient algorithm for finding $\alpha$-MMS allocation any $\alpha \in(0,1]$ is very striking. In light of this result, it is evident that even getting a PTAS, in other words finding $(1-\epsilon)$-MMS allocation, in case of identical agents is non-trivial and important.

## E DETAILED RELATED WORK

Fairness and efficiency in mixed manna. While ours is the first work on MMS + PO, finding fair and efficient allocations has been studied for other notions. [ACIW19] initiate the study for
a mixed manna, and study the problem of finding EF1 + PO allocations. [AW20a] study fairness properties related to EFX, defined as envy-freeness up to any item along with PO.
Fairness for Mixed Manna. Finding fair allocations of mixed items has recently caught a lot of attention for both divisible [BMSY17, BMSY19] and indivisible [AW19, AW20b, Ale20, GM20], items. However, to the best of our knowledge, ours is the first study on MMS allocations for a mixed manna.
Fairness and efficiency in goods manna. This problem is well-studied for a goods manna. Two popular notions for a goods manna are the Nash social welfare (NSW), and EF1 + PO, defined and discussed below.

NSW. Nash Social Welfare (NSW) is the geometric mean of the valuation of the agents. The NSW problem is to find an allocation of indivisible items that maximizes NSW. This problem is APX-Hard [MG20], and remarkable approximation results for the linear valuations case have been proven by a connection of the problem with markets [CG15, $\mathrm{CDG}^{+} 17, \mathrm{BKV} 18, \mathrm{CCG}^{+} 18$ ] or real stable polynomials [AGSS17]. The best known result is a 1.45 approximation factor [BKV18]. Similar results are known, again by exploiting the market connection, for popular valuation functions like budget-additive [GHM19], separable piece-wise linear concave (SPLC) [AMGV18], and their combination $\left[\mathrm{CCG}^{+} 18\right]$. Recent results give an $O(n)$ approximation when agents have subadditive valuations, a far more general class than all the earlier ones [BBKS20, CGM20]. Recent work has also been done on the general version of the problem with asymmetric agents, where the aim is to maximize the weighted geometric mean, for given weights, and submodular utilities [GKK20]. This notion is not applicable for a mixed manna.

EF1 + PO. EF1 was first introduced by [Bud11] as an relaxation of envy-freeness. An allocation is EF1 if for any two agents $i_{1}$ and $i_{2}$, agent $i_{1}$ prefers (or equally likes) her own bundle to agent $i_{2}$ 's bundle after removing some item from the bundle of agent $i_{2}$. An EF1 allocation can be found efficiently using envy cycle removal procedure introduced by [LMMS04]. [BKV18] show a pseudopolynomial time algorithm to obtain an EF1 + PO allocation on a goods manna. A series of works [AMS20, ZP20, CGMM20, SSH19] study special cases of the problem.

Other notions studied for a goods manna are Prop1+PO [AMS20]), or group fairness notions [CFSV19]. When the preferences are ordinal, [AHMSH19] discuss EF1 solutions that satisfy the efficiency notions of utilitarian maximality and rank maximality.
MMS. The study of fair division started with the cake cutting problem [Ste48]. Two popular notions of fairness established here were proportionality, meaning each agent must get a bundle worth at least $1 /|\mathcal{N}|$ of her value for all items, and envy-freeness, where each agent must value her own bundle at least as much as any other. However, neither of these can always be attained when the items are indivisible. A simple example is allocating one good between two agents; there is no allocation that is proportional or envy-free. This motivated the search for new fairness notions for indivisible items. One well-studied notion resulting from this investigation is MMS [Bud11]. In recent years, the problem of finding MMS allocations gained a lot of interest, and a series of impressive results were found for various special cases of the problem, as discussed below.
MMS for Goods. [BL16] showed that in some restricted cases MMS allocations always exist. A notable result from [PW14] showed that MMS allocations may not always exist but $2 / 3-\mathrm{MMS}$ allocations always do. A series of works studied the efficient computation of $2 / 3-M M S$ allocations for any $n$ [AMNS17, BKM17, GMT18]. [GHS ${ }^{+} 18$ ] showed that a $3 / 4-\mathrm{MMS}$ allocation always exists. Most recently [GT20] showed that a $(3 / 4+1 /(12 n))$-MMS allocation always exists. Finding MMS values is hard but a PTAS for this problem is known [Woe97]. This PTAS can be used to find a $(3 / 4+1 /(12 n)-\epsilon)$-MMS allocation for $\epsilon>0$ in polynomial time. There is also a strongly polynomial
time algorithm to find 3/4-MMS allocation [GT20]. Other notable works on the goods only case before being improved by follow-up work are [ $\mathrm{FGH}^{+} 19$, GMT18, KPW16, KPW18].
Constant number of agents with a goods only manna. For three agents, [AMNS17] showed that a 7/8-MMS allocation always exists. This factor was later improved to $8 / 9$ in [GM19]. For four agents, $\left[\mathrm{GHS}^{+} 18\right]$ showed that a $4 / 5-\mathrm{MMS}$ allocation always exist.
MMS for Chores. [ARSW17] first studied the MMS problem with a chores manna. They introduced an algorithm for finding 2-MMS allocations ${ }^{4}$. [BKM17] improved the previous result by showing an algorithm for a $4 / 3$-MMS allocation. Later, [HL19] improved this result to a 11/9MMS allocation. They also showed a PTAS to find $(11 / 9+\epsilon)$-MMS allocation and a polynomial time algorithm to find a $5 / 4-M M S$ allocation.
Other variants of MMS. The MMS problem has been studied under various other models in the goods only setting like with asymmetric agents [ $\left.\mathrm{FGH}^{+} 19\right]$, group fairness [BBKN18, CKMS20], beyond additive valuations [BKM17, GHS ${ }^{+}$18, LV18], in matroids [GM19], with additional constraints [GM19, BB18], for agents with externalities [ $\mathrm{BMR}^{+} 13, \mathrm{AEG}^{+} 13$ ], with graph constraints [BILS19, LT19], and with strategic agents [BGJ ${ }^{+}$19]. In the chores only setting too, weighted MMS [ACL19b], and asymmetric agents [ACL19a] notions have been investigated.

[^2]
[^0]:    ${ }^{1}$ In case of divisible items and two agents, one agent cuts so that she is okay with both the bundles and the other person chooses (mentioned in the Bible).
    ${ }^{2}$ Checking if a given instance admits an MMS allocation is known to be in NP ${ }^{N P}$, but not known to be in NP [BL16].

[^1]:    ${ }^{3}$ Recall that testing PO is coNP-hard [ABL $\left.{ }^{+} 16\right]$, and market equilibrium (or highest sum of valuations for the trivial PO allocation) is the only technique in all known literature to certify that an allocation is PO.

[^2]:    ${ }^{4}$ Our definition of $\alpha$-MMS for the mixed manna is consistent for agents with positive as well as negative MMS values. We define $\alpha$ as smaller than 1, and consider $1 / \alpha$-MMS valued bundles as $\alpha$-MMS. Prior results for the chores manna have $\alpha>1$ and ask for $\alpha \cdot$ MMS valued bundles. We state the approximation factors as defined in the original papers, and ask the reader to invert them when relating with ours.

