Lagrange Interpolating Polynomial (Sec. 3-1):

**Theorem 3.2** If \(x_0, x_1, \ldots, x_n\) are \(n + 1\) distinct numbers and \(f\) is a function whose values are given at these numbers, then a unique polynomial \(P(x)\) of degree at most \(n\) exists with

\[
f(x_k) = P(x_k), \quad \text{for each} \ k = 0, 1, \ldots, n.
\]

This polynomial is given by

\[
P(x) = f(x_0) L_{n,0}(x) + \cdots + f(x_n) L_{n,n}(x) = \sum_{k=0}^{n} f(x_k) L_{n,k}(x),
\]

where, for each \(k = 0, 1, \ldots, n,\)

\[
L_{n,k}(x) = \frac{(x - x_0)(x - x_1) \cdots (x - x_{k-1})(x - x_{k+1}) \cdots (x - x_n)}{(x_k - x_0)(x_k - x_1) \cdots (x_k - x_{k-1})(x_k - x_{k+1}) \cdots (x_k - x_n)}.
\]

\[\blacksquare\]

**Theorem 3.3** Suppose \(x_0, x_1, \ldots, x_n\) are distinct numbers in the interval \([a, b]\) and \(f \in C^{n+1}[a, b]\). Then, for each \(x\) in \([a, b]\), a number \(\xi(x)\) (generally unknown) in \((a, b)\) exists with

\[
f(x) = P(x) + \frac{f^{(n+1)}(\xi(x))}{(n+1)!}(x - x_0)(x - x_1) \cdots (x - x_n),
\]

where \(P(x)\) is the interpolating polynomial given in Eq. (3.1).

\[\blacksquare\]

**Divided Difference (Sec. 3-2):**

\[
P_n(x) = f[x_0] + \sum_{i=1}^{n} f[x_0, x_1, \ldots, x_i](x - x_0) \cdots (x - x_{i-1}).
\]

<table>
<thead>
<tr>
<th>(x)</th>
<th>(f(x))</th>
<th>First divided differences</th>
<th>Second divided differences</th>
<th>Third divided differences</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_0)</td>
<td>(f[x_0])</td>
<td>(f[x_0, x_1] = \frac{f[x_1] - f[x_0]}{x_1 - x_0})</td>
<td>(f[x_0, x_1, x_2] = \frac{f[x_2] - f[x_1]}{x_2 - x_1})</td>
<td>(f[x_0, x_1, x_2, x_3] = \frac{f[x_3] - f[x_2]}{x_3 - x_2})</td>
</tr>
<tr>
<td>(x_1)</td>
<td>(f[x_1])</td>
<td>(f[x_1, x_2] = \frac{f[x_2] - f[x_1]}{x_2 - x_1})</td>
<td>(f[x_0, x_1, x_2] = \frac{f[x_2] - f[x_1]}{x_2 - x_1})</td>
<td>(f[x_0, x_1, x_2, x_3] = \frac{f[x_3] - f[x_2]}{x_3 - x_2})</td>
</tr>
<tr>
<td>(x_2)</td>
<td>(f[x_2])</td>
<td>(f[x_2, x_3] = \frac{f[x_3] - f[x_2]}{x_3 - x_2})</td>
<td>(f[x_0, x_1, x_2, x_3] = \frac{f[x_3] - f[x_2]}{x_3 - x_2})</td>
<td>(f[x_0, x_1, x_2, x_3] = \frac{f[x_3] - f[x_2]}{x_3 - x_2})</td>
</tr>
</tbody>
</table>

**Newton’s Forward-Difference Formula:**

Using binomial-coefficient notation,

\[
\binom{s}{k} = \frac{s(s - 1) \cdots (s - k + 1)}{k!},
\]

we can express \(P_n(x)\) compactly as

\[
P_n(x) = P_n(x_0 + sh) = f[x_0] + \sum_{k=0}^{n} \binom{s}{k} k! h^k f[x_0, x_1, \ldots, x_k].
\]

**Newton Forward-Difference Formula**

\[
P_n(x) = f(x_0) + \sum_{k=1}^{n} \binom{s}{k} \Delta^k f(x_0)
\]

Newton’s Backward-Difference Formula:
Hermite Interpolation (Sec. 3-3):

**Theorem 3.9** If \( f \in C^1[a, b] \) and \( x_0, \ldots, x_n \in [a, b] \) are distinct, the unique polynomial of least degree agreeing with \( f \) and \( f' \) at \( x_0, \ldots, x_n \) is the Hermite polynomial of degree at most \( 2n + 1 \) given by

\[
H_{2n+1}(x) = \sum_{j=0}^{n} f(x_j) H_{n,j}(x) + \sum_{j=0}^{n} f'(x_j) \hat{H}_{n,j}(x),
\]

where

\[
H_{n,j}(x) = [1 - 2(x - x_j)]L_{n,j}(x) \quad \text{and} \quad \hat{H}_{n,j}(x) = (x - x_j)L_{n,j}^2(x).
\]

Here \( L_{n,j}(x) \) denotes the \( j \)th Lagrange coefficient polynomial of degree \( n \) defined in Eq. (3.2).

Moreover, if \( f \in C^{2n+2}[a, b] \), then

\[
f(x) = H_{2n+1}(x) + \frac{(x - x_0)^2 \cdots (x - x_n)^2}{(2n + 2)!} f^{(2n+2)}(\xi(x))
\]

for some (generally unknown) \( \xi(x) \) in the interval \( (a, b) \).

Computing Hermite Polynomials using Divided-Difference Formula:

Suppose that the distinct numbers \( x_0, x_1, \ldots, x_n \) are given together with the values of \( f \) and \( f' \) at these numbers. Define a new sequence \( z_0, z_1, \ldots, z_{2n+1} \) by

\[
z_{2i} = z_{2i+1} = x_i, \quad \text{for each } i = 0, 1, \ldots, n,
\]

and construct the divided difference table in the form of Table 3.7 that uses \( z_0, z_1, \ldots, z_{2n+1} \).

\[
H_{2n+1}(x) = f[z_0] + \sum_{k=1}^{2n+1} f[z_0, \ldots, z_k](x - z_0)(x - z_1) \cdots (x - z_{k-1}).
\]
Cubic Spline Interpolation (Sec. 3-4):

**Definition 3.10** Given a function $f$ defined on $[a, b]$ and a set of nodes $a = x_0 < x_1 < \cdots < x_n = b$, a cubic spline interpolant $S$ for $f$ is a function that satisfies the following conditions:

(a) $S(x)$ is a cubic polynomial, denoted $S_j(x)$, on the subinterval $[x_j, x_{j+1}]$ for each $j = 0, 1, \ldots, n - 1$;

(b) $S_j(x_j) = f(x_j)$ and $S_j(x_{j+1}) = f(x_{j+1})$ for each $j = 0, 1, \ldots, n - 1$;

(c) $S_{j+1}(x_{j+1}) = S_j(x_{j+1})$ for each $j = 0, 1, \ldots, n - 2$;

(d) $S'_j(x_{j+1}) = S'_j(x_{j+1})$ for each $j = 0, 1, \ldots, n - 2$;

(e) One of the following sets of boundary conditions is satisfied:

(i) $S''(x_0) = S''(x_n) = 0$ (free or natural boundary);

(ii) $S'(x_0) = f'(x_0)$ and $S'(x_n) = f'(x_n)$ (clamped boundary).

**Theorem 3.11** If $f$ is defined at $a = x_0 < x_1 < \cdots < x_n = b$, then $f$ has a unique natural spline interpolant $S$ on the nodes $x_0, x_1, \ldots, x_n$, that is, a spline interpolant that satisfies the boundary conditions $S''(a) = 0$ and $S''(b) = 0$.

**Theorem 3.12** If $f$ is defined at $a = x_0 < x_1 < \cdots < x_n = b$ and differentiable at $a$ and $b$, then $f$ has a unique clamped spline interpolant $S$ on the nodes $x_0, x_1, \ldots, x_n$, that is, a spline interpolant that satisfies the boundary conditions $S'(a) = f'(a)$ and $S'(b) = f'(b)$.
Derivation of cubic splines:

To construct the cubic spline interpolant for a given function \( f \), the conditions in the definition are applied to the cubic polynomials

\[
S_j(x) = a_j + b_j(x-x_j) + c_j(x-x_j)^2 + d_j(x-x_j)^3,
\]

for each \( j = 0, 1, \ldots, n-1 \). (There are \( n \) cubic polynomials)

Since \( S_j(x_j) = a_j = f(x_j) \), condition \( c \) can be applied to obtain

\[
a_{j+1} = S_{j+1}(x_{j+1}) - S_j(x_{j+1}) = a_j + b_j(x_{j+1} - x_j) + c_j(x_{j+1} - x_j)^2 + d_j(x_{j+1} - x_j)^3,
\]

for each \( j = 0, 1, \ldots, n-2 \).

Since the terms \( x_{j+1} - x_j \) are used repeatedly in this development, it is convenient to introduce the simpler notation

\[
\frac{h_j = x_{j+1} - x_j}{j=0,1,\ldots,n-1}
\]

for each \( j = 0, 1, \ldots, n-1 \). If we also define \( a_n = f(x_n) \), then the equation

\[
a_{j+1} = a_j + b_j h_j + c_j h_j^2 + d_j h_j^3
\]

holds for each \( j = 0, 1, \ldots, n-1 \).

In a similar manner, define \( b_n = S'(x_n) \) and observe that

\[
S'_j(x) = b_j + 2c_j(x-x_j) + 3d_j(x-x_j)^2
\]

implies \( S'_j(x_j) = b_j \), for each \( j = 0, 1, \ldots, n-1 \). Applying condition \( d \) gives

\[
b_{j+1} = b_j + 2c_j h_j + 3d_j h_j^2,
\]

for each \( j = 0, 1, \ldots, n-1 \).

Another relationship between the coefficients of \( S_j \) is obtained by defining \( c_n = S''(x_n)/2 \) and applying condition \( e \). Then, for each \( j = 0, 1, \ldots, n-1 \),

\[
c_{j+1} = c_j + 3d_j h_j.
\]

Solving for \( d_j \) in Eq. (3.17) and substituting this value into Eqs. (3.15) and (3.16) gives, for each \( j = 0, 1, \ldots, n-1 \), the new equations

\[
a_{j+1} = a_j + b_j h_j + \frac{h_j^2}{3}(2c_j + c_{j+1})
\]

\[
b_{j+1} = b_j + h_j(c_j + c_{j+1}).
\]

The final relationship involving the coefficients is obtained by solving the appropriate equation in the form of Eq. (3.18), first for \( b_j \),

\[
b_j = \frac{1}{h_j}(a_{j+1} - a_j) - \frac{h_j}{3}(2c_j + c_{j+1}),
\]

and then, with a reduction of the index, for \( b_{j-1} \). This gives

\[
b_{j-1} = \frac{1}{h_{j-1}}(a_j - a_{j-1}) - \frac{h_{j-1}}{3}(2c_{j-1} + c_j).
\]

Substituting these values into the equation derived from Eq. (3.19), with the index reduced by one, gives the linear system of equations

\[
h_{j-1}c_{j-1} + 2(h_{j-1} + h_j)c_j + h_jc_{j+1} = \frac{3}{h_j}(a_{j+1} - a_j) - \frac{3}{h_{j-1}}(a_j - a_{j-1}),
\]

for each \( j = 1, 2, \ldots, n-1 \). This system involves only the \( c_j \)'s as unknowns since the values of \( h_{j-1} \) and \( a_j \)'s are given, respectively, by the spacing of the nodes \( x_j \)'s and the values of \( f \) at the nodes.

Note that once the values of \( c_j \)'s are determined, it is a simple matter to find the remainder of the constants \( b_j \)'s from Eq. (3.20) and \( d_j \)'s from Eq. (3.17), and to construct the cubic polynomials \( S_j(x) \)'s.
Theorem 3.11: If \( f \) is defined at \( a = x_0 < x_1 < \cdots < x_n = b \), then \( f \) has a unique natural spline interpolant \( S \) on the nodes \( x_0, x_1, \ldots, x_n \), that is, a spline interpolant that satisfies the boundary conditions \( S''(a) = 0 \) and \( S''(b) = 0 \).

Proof: The boundary conditions in this case imply that \( c_n = S''(x_n)/2 = 0 \) and that
\[
0 = S''(x_0) = 2c_0 + 6d_0(x_0 - x_0),
\]
so \( c_0 = 0 \). The two equations \( c_0 = 0 \) and \( c_n = 0 \), together with the equations in (3.21) produce a linear system described by \( Ax = b \), where \( A \) is the \((n+1) \times (n+1)\) matrix
\[
A = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 \\
h_0 & 2(h_0 + h_1) & h_1 & \cdots & 0 \\
0 & h_1 & 2(h_1 + h_2) & h_2 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & h_{n-2} & 2(h_{n-2} + h_{n-1}) & h_{n-1} \\
0 & 0 & 0 & \cdots & 0 & 1
\end{bmatrix}
\]

and \( b \) and \( x \) are the vectors
\[
b = \begin{bmatrix}
\frac{3}{h_1}(a_2 - a_1) - \frac{3}{h_0}(a_1 - a_0) \\
\vdots \\
\frac{3}{h_{n-1}}(a_n - a_{n-1}) - \frac{3}{h_{n-2}}(a_{n-1} - a_{n-2}) \\
0
\end{bmatrix}
\]
and \( x = \begin{bmatrix}
c_0 \\
c_1 \\
\vdots \\
c_n
\end{bmatrix}\)

The matrix \( A \) is strictly diagonally dominant, so it satisfies the hypotheses of Theorem 6.19 in Section 6.6. Therefore, the linear system has a unique solution for \( c_0, c_1, \ldots, c_n \).
Bezier Curves:

In Figure 3.16, the nodes occur at \((x_0, y_0)\) and \((x_1, y_1)\), the guidepoint for \((x_0, y_0)\) is \((x_0 + \alpha_0, y_0 + \beta_0)\), and the guidepoint for \((x_1, y_1)\) is \((x_1 - \alpha_1, y_1 - \beta_1)\). The cubic Hermite polynomial \(x(t)\) on \([0, 1]\) satisfies

\[
x(0) = x_0, \quad x(1) = x_1, \quad x'(0) = \alpha_0, \quad \text{and} \quad x'(1) = \alpha_1.
\]

The unique cubic polynomial satisfying these conditions is

\[
x(t) = [2(x_0 - x_1) + (\alpha_0 + \alpha_1)]t^3 + [3(x_1 - x_0) - (\alpha_1 + 2\alpha_0)]t^2 + \alpha_0 t + x_0.
\] (3.22)

In a similar manner, the unique cubic polynomial satisfying

\[
y(0) = y_0, \quad y(1) = y_1, \quad y'(0) = \beta_0, \quad \text{and} \quad y'(1) = \beta_1
\]

is

\[
y(t) = [2(y_0 - y_1) + (\beta_0 + \beta_1)]t^3 + [3(y_1 - y_0) - (\beta_1 + 2\beta_0)]t^2 + \beta_0 t + y_0.
\] (3.23)

Beziers:

\[
x(t) = [2(x_0 - x_1) + 3(\alpha_0 + \alpha_1)]t^3 + [3(x_1 - x_0) - 3(\alpha_1 + 2\alpha_0)]t^2 + 3\alpha_0 t + x_0,
\] (3.24)

and

\[
y(t) = [2(y_0 - y_1) + 3(\beta_0 + \beta_1)]t^3 + [3(y_1 - y_0) - 3(\beta_1 + 2\beta_0)]t^2 + 3\beta_0 t + y_0,
\] (3.25)

for \(0 \leq t \leq 1\)

Numerical Differentiation (Sec. 4-1):

\[
f'(x_0) = \frac{f(x_0 + h) - f(x_0)}{h} - \frac{h}{2} f''(\xi).
\] (4.1)

\((n + 1)\)-point formula:

\[
f'(x_j) = \sum_{k=0}^{n} f(x_k) L'_k(x_j) + \frac{f^{(n+1)}(\xi(x_j))}{(n+1)!} \prod_{k=0}^{n} (x_j - x_k).
\] (4.2)

Three-point Formulas:
Five-point Formulas:

\[ f'(x_0) = \frac{1}{12h} \left[ f(x_0 - 2h) - 8f(x_0 - h) + 8f(x_0 + h) - f(x_0 + 2h) \right] + \frac{h^4}{30} f^{(5)}(\xi), \]  
\text{(4.6)}

where \(\xi\) lies between \(x_0 - 2h\) and \(x_0 + 2h\), whose derivation is considered in Section 4.2. The other five-point formula is useful for end-point approximations, particularly with regard to the clamped cubic spline interpolation of Section 3.4. It is

\[ f'(x_0) = \frac{1}{12h} \left[ -25f(x_0) + 48f(x_0 + h) - 36f(x_0 + 2h) + 16f(x_0 + 3h) - 3f(x_0 + 4h) \right] + \frac{h^4}{5} f^{(5)}(\xi), \]  
\text{(4.7)}

where \(\xi\) lies between \(x_0\) and \(x_0 + 4h\). Left-endpoint approximations are found using this formula with \(h > 0\) and right-endpoint approximations with \(h < 0\).

Higher-Order Derivative:

\[ f''(x_0) = \frac{1}{h^2} \left[ f(x_0 - h) - 2f(x_0) + f(x_0 + h) \right] - \frac{h^2}{12} f^{(4)}(\xi), \]  
\text{(4.9)}

for some \(\xi\), where \(x_0 - h < \xi < x_0 + h\).

Richardson’s Extrapolation:

\[ f'(x_0) = N_1(h) - \frac{h^2}{6} f'''(x_0) - \frac{h^4}{120} f^{(5)}(x_0) - \cdots, \]  
\text{(4.15)}

where

\[ N_1(h) \equiv N(h) = \frac{1}{2h} \left[ f(x_0 + h) - f(x_0 - h) \right]. \]

An \(O(h^4)\) formula using extrapolation:

\[ f'(x_0) = N_2(h) + \frac{h^4}{480} f^{(5)}(x_0) + \cdots, \]

where

\[ N_2(h) = \frac{1}{3} \left[ 4N_1 \left( \frac{h}{2} \right) - N_1(h) \right] = N_1 \left( \frac{h}{2} \right) + \frac{N_1(h/2) - N_1(h)}{3}. \]

Continuing this procedure gives, for each \(j = 2, 3, \ldots\), an \(O(h^{2j})\) approximation

\[ N_j(h) = N_{j-1} \left( \frac{h}{2} \right) + \frac{N_{j-1}(h/2) - N_{j-1}(h)}{4^{j-1} - 1}. \]

Numerical Integration (Sec. 4.3):
\[
\int_a^b f(x)\,dx = \int_a^b \sum_{i=0}^{n} f(x_i) L_i(x)\,dx + \int_a^b \prod_{i=0}^{n} (x - x_i) \frac{f^{(n+1)}(\xi(x))}{(n+1)!}\,dx \\
= \sum_{i=0}^{n} a_i f(x_i) + \frac{1}{(n+1)!} \int_a^b \prod_{i=0}^{n} (x - x_i) f^{(n+1)}(\xi(x))\,dx,
\]

**Definition 4.1** The degree of accuracy, or precision, of a quadrature formula is the largest positive integer \(n\) such that the formula is exact for \(x^k\), for each \(k = 0, 1, \ldots, n\).

**Closed Newton-Cotes Formulas:**

**Theorem 4.2** Suppose that \(\sum_{i=0}^{n} a_i f(x_i)\) denotes the \((n+1)\)-point closed Newton–Cotes formula with \(x_0 = a, x_n = b\), and \(h = (b-a)/n\). There exists \(\xi \in (a, b)\) for which

\[
\int_a^b f(x)\,dx = \sum_{i=0}^{n} a_i f(x_i) + \frac{h^{n+3} f^{(n+2)}(\xi)}{(n+2)!} \int_0^n t^2(t-1) \cdots (t-n)\,dt,
\]

if \(n\) is even and \(f \in C^{n+2}[a, b]\), and

\[
\int_a^b f(x)\,dx = \sum_{i=0}^{n} a_i f(x_i) + \frac{h^{n+2} f^{(n+1)}(\xi)}{(n+1)!} \int_0^n t(t-1) \cdots (t-n)\,dt,
\]

if \(n\) is odd and \(f \in C^{n+1}[a, b]\).

\(n = 1:\) Trapezoidal rule

\[
\int_{x_0}^{x_1} f(x)\,dx = \frac{h}{2} [f(x_0) + f(x_1)] - \frac{h^3}{12} f''(\xi), \quad \text{where } x_0 < \xi < x_1. \tag{4.23}
\]

\(n = 2:\) Simpson’s rule

\[
\int_{x_0}^{x_2} f(x)\,dx = \frac{h}{3} [f(x_0) + 4f(x_1) + f(x_2)] - \frac{h^5}{90} f^{(4)}(\xi), \quad \text{where } x_0 < \xi < x_2. \tag{4.24}
\]

\(n = 3:\) Simpson’s Three-Eighths rule

\[
\int_{x_0}^{x_3} f(x)\,dx = \frac{3h}{8} [f(x_0) + 3f(x_1) + 3f(x_2) + f(x_3)] - \frac{3h^5}{80} f^{(4)}(\xi), \quad \text{where } x_0 < \xi < x_3. \tag{4.25}
\]

Open Newton-Cotes Formulas:
Theorem 4.3 Suppose that \( \sum_{i=0}^{n} a_i f(x_i) \) denotes the \((n+1)-point\) open Newton–Cotes formula with \( x_{-1} = a, x_{n+1} = b, \) and \( h = (b - a) / (n + 2). \) There exists \( \xi \in (a, b) \) for which

\[
\int_a^b f(x) \, dx = \sum_{i=0}^n a_i f(x_i) + \frac{h^{n+3} f^{(n+2)}(\xi)}{(n + 2)!} \int_{-1}^{n+1} t^2(t-1)\cdots(t-n) \, dt,
\]

if \( n \) is even and \( f \in C^{n+2}[a, b], \) and

\[
\int_a^b f(x) \, dx = \sum_{i=0}^n a_i f(x_i) + \frac{h^{n+2} f^{(n+1)}(\xi)}{(n + 1)!} \int_{-1}^{n+1} t(t-1)\cdots(t-n) \, dt,
\]

if \( n \) is odd and \( f \in C^{n+1}[a, b]. \)

\( n = 0: \) Midpoint rule

\[
\int_{x_{-1}}^{x_1} f(x) \, dx = 2h f(x_0) + \frac{h^3}{3} f''(\xi), \quad \text{where} \quad x_{-1} < \xi < x_1.
\]

\( n = 1: \)

\[
\int_{x_{-1}}^{x_2} f(x) \, dx = \frac{3h}{2} [f(x_0) + f(x_1)] + \frac{3h^3}{4} f''(\xi), \quad \text{where} \quad x_{-1} < \xi < x_2.
\]

\( n = 2: \)

\[
\int_{x_{-1}}^{x_3} f(x) \, dx = \frac{4h}{3} [2f(x_0) - f(x_1) + 2f(x_2)] + \frac{14h^5}{45} f^{(4)}(\xi),
\]

where \( x_{-1} < \xi < x_3. \)

Composite Numerical Integration (Sec. 4-4):

Theorem 4.4 Let \( f \in C^4[a, b], \) \( n \) be even, \( h = (b - a) / n, \) and \( x_j = a + jh, \) for each \( j = 0, 1, \ldots, n. \) There exists a \( \mu \in (a, b) \) for which the Composite Simpson's rule for \( n \) subintervals can be written with its error term as

\[
\int_a^b f(x) \, dx = \frac{h}{3} \left[ f(a) + 2 \sum_{j=1}^{(n/2)-1} f(x_{2j}) + 4 \sum_{j=1}^{n/2} f(x_{2j-1}) + f(b) \right] - \frac{b-a}{180} f^{(4)}(\mu).
\]

Theorem 4.5 Let \( f \in C^2[a, b], h = (b - a) / n, \) and \( x_j = a + jh, \) for each \( j = 0, 1, \ldots, n. \) There exists a \( \mu \in (a, b) \) for which the Composite Trapezoidal rule for \( n \) subintervals can be written with its error term as

\[
\int_a^b f(x) \, dx = \frac{h}{2} \left[ f(a) + 2 \sum_{j=1}^{n-1} f(x_j) + f(b) \right] - \frac{b-a}{12} f''(\mu).
\]

Theorem 4.6 Let \( f \in C^2[a, b], n \) be even, \( h = (b - a) / (n + 2), \) and \( x_j = a + (j + 1)h, \) for each \( j = -1, 0, \ldots, n + 1. \) There exists a \( \mu \in (a, b) \) for which the Composite Midpoint rule for \( n + 2 \) subintervals can be written with its error term as

\[
\int_a^b f(x) \, dx = 2h \sum_{j=0}^{n/2} f(x_{2j}) + \frac{b-a}{6} f''(\mu).
\]
Romberg Integration for $\int_a^b f(x) \, dx$ (Sec. 4-5):

$$R_{1,1} = \frac{h_1}{2} [f(a) + f(b)] = \frac{(b-a)}{2} [f(a) + f(b)];$$

$$R_{2,1} = \frac{h_2}{2} [f(a) + f(b) + 2f(a + h_2)]$$

$$= \frac{(b-a)}{4} \left[ f(a) + f(b) + 2f \left( a + \frac{(b-a)}{2} \right) \right]$$

$$= \frac{1}{2} [R_{1,1} + h_1 f(a + h_2)];$$

$$R_{3,1} = \frac{1}{2} \left[ R_{2,1} + h_2 [f(a + h_3) + f(a + 3h_3)] \right];$$

and, in general (see Figure 4.10),

$$R_{k,1} = \frac{1}{2} \left[ R_{k-1,1} + h_{k-1} \sum_{i=1}^{2^{k-2}} f \left( a + (2i-1)h_k \right) \right].$$

Applying Richardson’s extrapolation:

$$R_{k,2} = R_{k,1} + \frac{R_{k,1} - R_{k-1,1}}{3},$$

for each $k = 2, 3, \ldots, n$, and apply the Richardson extrapolation procedure to these values. Continuing this notation, we have, for each $k = 2, 3, 4, \ldots, n$ and $j = 2, \ldots, k$, an $O(h_k^{2j})$ approximation formula defined by

$$R_{k,j} = R_{k,j-1} + \frac{R_{k,j-1} - R_{k-1,j-1}}{4^{j-1} - 1}.$$

Gaussian Quadrature (Sec. 4-7):

$$\int_{-1}^{1} f(x) \, dx \approx f \left( \frac{-\sqrt{3}}{3} \right) + f \left( \frac{\sqrt{3}}{3} \right).$$

This formula has degree of precision 3, that is, it produces the exact result for every polynomial of degree 3 or less.

Legendre Polynomials $P_0(x), P_1(x), \ldots, P_n(x)$:
a collection \( \{ P_0(x), P_1(x), \ldots, P_n(x), \ldots \} \) with properties:

1. For each \( n \), \( P_n(x) \) is a monic polynomial of degree \( n \).
2. \( \int_{-1}^{1} P(x) P_n(x) \, dx = 0 \) whenever \( P(x) \) is a polynomial of degree less than \( n \).

The first few Legendre polynomials are:

\[
\begin{align*}
P_0(x) &= 1, \quad P_1(x) = x, \quad P_2(x) = x^2 - \frac{1}{3}, \\
P_3(x) &= x^3 - \frac{3}{5} x, \quad \text{and} \quad P_4(x) = x^4 - \frac{6}{7} x^2 + \frac{3}{35}.
\end{align*}
\]

**Theorem 4.7** Suppose that \( x_1, x_2, \ldots, x_n \) are the roots of the \( n \)th Legendre polynomial \( P_n(x) \) and that for each \( i = 1, 2, \ldots, n \), the numbers \( c_i \) are defined by

\[
c_i = \int_{-1}^{1} \prod_{j=1, j \neq i}^{n} \frac{x - x_j}{x_i - x_j} \, dx.
\]

If \( P(x) \) is any polynomial of degree less than \( 2n \) then

\[
\int_{-1}^{1} P(x) \, dx = \sum_{i=1}^{n} c_i P(x_i).
\]

A change of variable applied to integration:

\[
\int_{a}^{b} f(x) \, dx = \int_{-1}^{1} f \left( \frac{(b-a)t + (b+a)}{2} \right) \frac{(b-a)}{2} \, dt.
\] (4.42)

The constants \( c_i \) needed for the quadrature rule can be generated from the equation in Theorem 4.7, but both these constants and the roots of the Legendre polynomials are extensively tabulated. Table 4.11 lists these values for \( n = 2, 3, 4, \) and 5. Others can be found in [StS].

<table>
<thead>
<tr>
<th>( n )</th>
<th>Roots ( r_{n,i} )</th>
<th>Coefficients ( c_{n,i} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.5773502692</td>
<td>1.0000000000</td>
</tr>
<tr>
<td></td>
<td>-0.5773502692</td>
<td>1.0000000000</td>
</tr>
<tr>
<td>3</td>
<td>0.7745966692</td>
<td>0.5555555556</td>
</tr>
<tr>
<td></td>
<td>0.0000000000</td>
<td>0.8888888889</td>
</tr>
<tr>
<td></td>
<td>-0.7745966692</td>
<td>0.5555555556</td>
</tr>
<tr>
<td>4</td>
<td>0.8611363116</td>
<td>0.3478548451</td>
</tr>
<tr>
<td></td>
<td>0.3399810436</td>
<td>0.6521451549</td>
</tr>
<tr>
<td></td>
<td>-0.3399810436</td>
<td>0.6521451549</td>
</tr>
<tr>
<td></td>
<td>-0.8611363116</td>
<td>0.3478548451</td>
</tr>
<tr>
<td>5</td>
<td>0.9061798459</td>
<td>0.2369268850</td>
</tr>
<tr>
<td></td>
<td>0.5384693101</td>
<td>0.4786286705</td>
</tr>
<tr>
<td></td>
<td>0.0000000000</td>
<td>0.5688888889</td>
</tr>
<tr>
<td></td>
<td>-0.5384693101</td>
<td>0.4786286705</td>
</tr>
<tr>
<td></td>
<td>-0.9061798459</td>
<td>0.2369268850</td>
</tr>
</tbody>
</table>