Lab 1 Key (From Book)

2.1

1. Determine whether each of the following sentences is a statement.  If so, determine whether the statement is primitive.

   a. In 2003, George W. Bush was president of the United States.


Is a statement.  Is primitive.

            This sentence can be assigned a truth value (true).


This statement does not use any logical connectors.

   b. x + 3 is a positive Integer.


Not a statement.


This sentence cannot be assigned a single truth value.


x = 0 → true               x = -10 → false

   c. 15 is an even number.


Is a statement.  Is primitive.


This sentence can be assigned a truth value (false).


This statement does not use any logical connectors.

   d. If Jennifer is late for the party, then her cousin Zachary will be quite angry.


Is a statement.  Not primitive.


This sentence can be assigned a truth value.


This sentence can be broken down into primitive parts since it uses if-then clause.


p = Jennifer is late for the party.


q = Jennifer’s cousin Zachary will be quite angry.


p → q         represents the original statement

   e. What time is it?


Not a statement.


This sentence cannot be assigned a single truth value.


The question has an answer, but it is not a statement.

   f. As of June 30, 2003, Christine Marie Evert had won the French Open a record 7 

       times.


Is a statement.  Is primitive.


This sentence can be assigned a truth value.


This statement does not use any logical connectors.

3. Let p, q be primitive statements for which the implication p → q is false. Determine the truth values for each of the following.


note:  p → q =  false  means that p = True and q = False since this the only 


combination that makes p implies q False.

   a. p ( q


False.
     True AND False equals False.

   b. ¬p ( q


False.
     NOT True OR False.
False OR False equals False.

   c. q → p


True.
     False IMPLIES True equals True.

   d. ¬q → ¬p 


False.
     NOT False IMPLIES NOT True.      True IMPLIES False equals False

8. Construct a truth table for each of the following compound statements, where p, q, r denote primitive statements.  Tell whether the given statement is a tautology.

a. ¬ (p ( ¬q) → ¬p

	p
	q
	¬q
	¬p
	p ( ¬q
	¬ (p ( ¬q)
	¬ (p ( ¬q) → ¬p

	0
	0
	1
	1
	1
	0
	1

	0
	1
	0
	1
	0
	1
	1

	1
	0
	1
	0
	1
	0
	1

	1
	1
	0
	0
	1
	0
	1


The statement is a tautology.

b. p → (q → r)

	p
	q
	r
	q → r
	p → (q → r)

	0
	0
	0
	1
	1

	0
	0
	1
	1
	1

	0
	1
	0
	0
	1

	0
	1
	1
	1
	1

	1
	0
	0
	1
	1

	1
	0
	1
	1
	1

	1
	1
	0
	0
	0

	1
	1
	1
	1
	1


The statement is not a tautology.

c. (p → q) → r

	p
	q
	r
	p → q
	(p → q) → r

	0
	0
	0
	1
	0

	0
	0
	1
	1
	1

	0
	1
	0
	1
	0

	0
	1
	1
	1
	1

	1
	0
	0
	0
	1

	1
	0
	1
	0
	1

	1
	1
	0
	1
	0

	1
	1
	1
	1
	1


The statement is not a tautology.

d. (p → q) → (q → p)

	p
	q
	p → q
	q → p
	(p → q) → (q → p)

	0
	0
	1
	1
	1

	0
	1
	1
	0
	0

	1
	0
	0
	1
	1

	1
	1
	1
	1
	1


The statement is not a tautology.

e. (p ( (p → q)) → q

	p
	q
	p → q
	p ( (p → q)
	(p ( (p → q)) → q

	0
	0
	1
	0
	1

	0
	1
	1
	0
	1

	1
	0
	0
	0
	1

	1
	1
	1
	1
	1


The statement is a tautology.

f. (p ( q) → p

	p
	q
	p ( q
	(p ( q) → p

	0
	0
	0
	1

	0
	1
	0
	1

	1
	0
	0
	1

	1
	1
	1
	1


The statement is a tautology.

g. q ↔ (¬p ( ¬q)

	p
	q
	¬p
	¬q
	¬p ( ¬q
	q ↔ (¬p ( ¬q)

	0
	0
	1
	1
	1
	0

	0
	1
	1
	0
	1
	1

	1
	0
	0
	1
	1
	0

	1
	1
	0
	0
	0
	0


The statement is not a tautology.

h.  [(p → q) ( (q → r)] → (p → r)

	p
	q
	r
	p → q
	q → r
	[(p → q) ( (q → r)]
	p → r
	[(p → q) ( (q → r)] → (p → r)

	0
	0
	0
	1
	1
	1
	1
	1

	0
	0
	1
	1
	1
	1
	1
	1

	0
	1
	0
	1
	0
	0
	1
	1

	0
	1
	1
	1
	1
	1
	1
	1

	1
	0
	0
	0
	1
	0
	0
	1

	1
	0
	1
	0
	1
	0
	1
	1

	1
	1
	0
	1
	0
	0
	0
	1

	1
	1
	1
	1
	1
	1
	1
	1


The statement is a tautology.

12.  Find a truth value assignment, if any, for the primitive statements p, q, r, s, t that make each of the following compound statements false.

   a. [(p ( q) ( r] → (s ( t)

	p
	q
	r
	s
	t
	(p ( q)
	[(p ( q) ( r]
	s ( t
	[(p ( q) ( r] → (s ( t)

	1
	1
	1
	0
	0
	1
	1
	0
	0


   b. [p ( (q ( r)] → (s XOR t)

	p
	q
	r
	s
	t
	(p ( q)
	[(p ( q) ( r]
	s ( t
	[(p ( q) ( r] → (s ( t)

	1
	1
	1
	1
	1
	1
	1
	0
	0


(1 of 2 solutions)

13.  If the statement q has the truth value of 1, determine all truth value assignments for the primitive statements, p, r and s for which the truth value of the following statement is true.

   (q → [(¬p ( r) ^( ¬s]) ( [¬s → (¬r ( q)]

	Short Cuts
	x
	y
	z
	j
	k
	

	q
	p
	r
	s
	¬p ( r
	x  ( ¬s
	q → y
	¬r ( q
	¬s → j
	z  ( k

	1
	0
	0
	0
	1
	1
	1
	1
	1
	1


14. At the start of a program (written in pseudo code) the integer variable n is assigned the value 7.  Determine the value of n after each of the following successive statements is encountered during the execution of this program. [Meaning the value of n is initialized to 7 for part (a) and the result of n is then used for part b and so on.  For positive integers a, b, [a/b] refers to integer division and only returns the integer part of the quotient (meaning the remainder is discarded).  For example [6/2] = 3, [7/2] = 3, [2/5] = 0, and [8/3] = 2.]

   a. if n > 5 then n = n + 2


n = 9,     since (n > 5) = True.

   b. if ((n + 2 == 8) or (n – 3 == 6)) then n = 2 * n + 1


n = 19,    since (n – 3 == 6) = True.

   c. if ((n – 3 == 16) and ([n/6] == 1)) then n = n + 3


n = 19,    since ([n/6] == 1) = False.

   d. if ((n ≠ 21) and (n – 7 == 15)) then n = n – 4


n = 19,    since (n – 7 == 15) = False.

2.2

2.  Verify the first absorption law by means of a truth table.

	p
	q
	p ( q
	p ( (p ( q)
	p ↔ p ( (p ( q)

	0
	0
	0
	0
	1

	0
	1
	0
	0
	1

	1
	0
	0
	1
	1

	1
	1
	1
	1
	1


3. Use the substitution rules to verify that each of the following is a tautology.

   a. [p ( (q ( r)] (  ¬ [p ( (q ( r)]  

Substitute   s = [p ( (q ( r)]  

  
Then we have   s ( ¬s     (Inverse)

   b. [(p ( q) → r] ↔ [¬r → ¬(p ( q)]


[(p ( q) → r] ↔ [¬r → ¬(p ( q)]

   ↔     [(p ( q) → r] ↔ [(p ( q) → r]    (Contrapositive)


Substitute   s = [(p ( q) → r]

    
Then we have   s ↔ s     

6. Negate each of the following, and simplify the resulting statement.

   a. p ( (q ( r) ( (¬p ( ¬q ( r)


¬[ p ( (q ( r) ( (¬p ( ¬q ( r)]

↔        ¬p ( ¬(q ( r) ( ¬(¬p ( ¬q ( r)  (DeMorgan’s Law)

↔        ¬p ( (¬q ( ¬r) ( (p ( q ( ¬r)   (DeMorgan’s Law)

   b. (p ( q) → r 


¬ [(p ( q) → r]

   ↔     ¬ [¬(p ( q)  (  r]      (Definition of Implication)

   ↔     ¬ [(¬p ( ¬q) ( r]     (DeMorgan's Law)

   ↔     ¬ (¬p ( ¬q)  (  ¬ r   (DeMorgan's Law)

   ↔     p ( q (  ¬ r               (DeMorgan's Law)

   c. p → (¬q ( r)


¬ [p → (¬q ( r)]

   ↔     ¬ [¬p ( (¬q ( r)]      (Definition of Implication)

   ↔     p (  ¬ (¬q ( r)          (DeMorgan's Law)

   ↔     p (  (q ( ¬r)             (DeMorgan's Law)

7. If p, q are primitive statements, prove that (¬p ( q) ( (p ( (p ( q)) ↔ (p ( q)

(¬p ( q) ( (p ( (p ( q))     (Premise)

    ↔    (¬p ( q) ( (p ( p ( q)       (Associative Law of Conjunction)

    ↔    (¬p ( q) ( (p ( q)             (Idempotent)

    ↔    ((¬p ( q) ( p) ( q             (Associative Law of Conjunction)

    ↔    [(p ( ¬p) ( (p ( q)] ( q     (Distribution)

    ↔    [ F0  ( (p ( q)] ( q            (Inverse)

    ↔    (p ( q) ( q                         (Indentity)

    ↔    p ( q ( q                           (Associative Law of Conjunction)

    ↔    p ( q                                  (Idempotent)

12.  Show that for primitive statements p, q, 

   p XOR q  ↔ [(p ( ¬q) ( (¬p ( q)]  ↔  ¬(p ↔ q)


   p XOR q                                                            (Premise)

    ↔       (p ( q)  ( ¬ (p ( q)                                            (Definition of XOR)

    ↔       (p ( q)  ( (¬p ( ¬q)                                          (DeMorgan's Law)

    ↔       [(p ( q)  ( ¬p] (  [(p ( q) ( ¬q)]                      (Distribution)

    ↔       [(¬p ( p) ( (¬p ( q)] (  [(¬q ( p) ( (¬q ( q)]   (Distribution)  X 2

    ↔       [F0 ( (¬p ( q)] (  [(¬q ( p) ( F0]                      (Inverse) X 2

    ↔       (¬p ( q) (  (¬q ( p)                                           (Indentity)

    ↔       (p ( ¬q) ( (¬p ( q)                                            (Commutative)  X 2

    ↔       ¬ [¬ (p ( ¬q) ( ¬ (¬p ( q)]                                (DeMorgan's Law)

    ↔       ¬ [(¬p ( q) (  (p ( ¬q)]                                     (DeMorgan's Law) X 2

    ↔       ¬ [(p → q) (  (q → p)]                                       (Def. of Implication) X 2

    ↔       ¬(p ↔ q)                                                            (Def. of Bi-conditional)

18.  Give the reasons for each step in the following simplifications of compound statements.

    a.  [ (p ( q) ( (p ( ¬q) ] (  q                   Reasons
   ↔  [ p ( (q ( ¬q) ] (  q                             Distribution

   ↔  (p ( F0) (  q                                         Inverse

   ↔  p (  q                                                   Identity

   b.  (p → q) ( [¬q ( (r ( ¬q)]                           Reasons

   ↔ (p → q) ( ¬q                                              Absorption

   ↔ (¬p ( q) ( ¬q                                       Def. of Implication

   ↔ ¬q ( (¬p ( q)                                           Commutative

   ↔ (¬q ( ¬p) ( (¬q ( q)                                  Distribution

   ↔ (¬q ( ¬p) ( F0                                                                      Inverse

   ↔ ¬q ( ¬p                                                                                    Identity

   ↔ ¬(q ( p)                                                                               Distribution 

