Final Exam Review

1. Topics to study


a) Chapter 2 – Fundamentals of Logic


b) Chapter 3 – Set Theory


c) Chapter 4 – Induction and the Division Algorithm


d) Chapter 5 & 7 – Relations and Functions


e) Chapter 1 – Combinatorics


f) Chapter 8 – Inclusion/Exclusion Principle

2. Chapter 2 – Fundamentals of Logic


a) Logical Connectives



i) Conjunction



ii) Disjunction



iii) Negation



iv) XOR



v) Implication



vi) Bi-Direction


b) Truth Table construction
8. Construct a truth table for each of the following compound statements, where p, q, r denote primitive statements.  Tell whether the given statement is a tautology.

a. ¬ (p ( ¬q) → ¬p

	p
	q
	¬q
	¬p
	p ( ¬q
	¬ (p ( ¬q)
	¬ (p ( ¬q) → ¬p

	0
	0
	1
	1
	1
	0
	1

	0
	1
	0
	1
	0
	1
	1

	1
	0
	1
	0
	1
	0
	1

	1
	1
	0
	0
	1
	0
	1


The statement is a tautology.

b. p → (q → r)

	p
	q
	r
	q → r
	p → (q → r)

	0
	0
	0
	1
	1

	0
	0
	1
	1
	1

	0
	1
	0
	0
	1

	0
	1
	1
	1
	1

	1
	0
	0
	1
	1

	1
	0
	1
	1
	1

	1
	1
	0
	0
	0

	1
	1
	1
	1
	1


The statement is not a tautology.

c. (p → q) → r

	p
	q
	r
	p → q
	(p → q) → r

	0
	0
	0
	1
	0

	0
	0
	1
	1
	1

	0
	1
	0
	1
	0

	0
	1
	1
	1
	1

	1
	0
	0
	0
	1

	1
	0
	1
	0
	1

	1
	1
	0
	1
	0

	1
	1
	1
	1
	1


The statement is not a tautology.

d. (p → q) → (q → p)

	p
	q
	p → q
	q → p
	(p → q) → (q → p)

	0
	0
	1
	1
	1

	0
	1
	1
	0
	0

	1
	0
	0
	1
	1

	1
	1
	1
	1
	1


The statement is not a tautology.

e. (p ( (p → q)) → q

	p
	q
	p → q
	p ( (p → q)
	(p ( (p → q)) → q

	0
	0
	1
	0
	1

	0
	1
	1
	0
	1

	1
	0
	0
	0
	1

	1
	1
	1
	1
	1


The statement is a tautology.

f. (p ( q) → p

	p
	q
	p ( q
	(p ( q) → p

	0
	0
	0
	1

	0
	1
	0
	1

	1
	0
	0
	1

	1
	1
	1
	1


The statement is a tautology.

g. q ↔ (¬p ( ¬q)

	p
	q
	¬p
	¬q
	¬p ( ¬q
	q ↔ (¬p ( ¬q)

	0
	0
	1
	1
	1
	0

	0
	1
	1
	0
	1
	1

	1
	0
	0
	1
	1
	0

	1
	1
	0
	0
	0
	0


The statement is not a tautology.

h.  [(p → q) ( (q → r)] → (p → r)

	p
	q
	r
	p → q
	q → r
	[(p → q) ( (q → r)]
	p → r
	[(p → q) ( (q → r)] → (p → r)

	0
	0
	0
	1
	1
	1
	1
	1

	0
	0
	1
	1
	1
	1
	1
	1

	0
	1
	0
	1
	0
	0
	1
	1

	0
	1
	1
	1
	1
	1
	1
	1

	1
	0
	0
	0
	1
	0
	0
	1

	1
	0
	1
	0
	1
	0
	1
	1

	1
	1
	0
	1
	0
	0
	0
	1

	1
	1
	1
	1
	1
	1
	1
	1


The statement is a tautology.

12.  Find a truth value assignment, if any, for the primitive statements p, q, r, s, t that make each of the following compound statements false.

   a. [(p ( q) ( r] → (s ( t)

	p
	q
	r
	s
	t
	(p ( q)
	[(p ( q) ( r]
	s ( t
	[(p ( q) ( r] → (s ( t)

	1
	1
	1
	0
	0
	1
	1
	0
	0


   b. [p ( (q ( r)] → (s XOR t)

	p
	q
	r
	s
	t
	(p ( q)
	[(p ( q) ( r]
	s ( t
	[(p ( q) ( r] → (s ( t)

	1
	1
	1
	1
	1
	1
	1
	0
	0


(1 of 2 solutions)

13.  If the statement q has the truth value of 1, determine all truth value assignments for the primitive statements, p, r and s for which the truth value of the following statement is true.

   (q → [(¬p ( r) ( ¬s]) ( [¬s → (¬r ( q)]

	Short Cuts
	x
	y
	z
	j
	k
	

	q
	p
	r
	s
	¬p ( r
	x  ( ¬s
	q → y
	¬r ( q
	¬s → j
	z  ( k

	1
	0
	0
	0
	1
	1
	1
	1
	1
	1



c) Laws of Logic   (Most important ones listed below)



i) Double Negation



ii) DeMorgan’s Law



iii) Commutative Law



iv) Associative Law



v) Distributive Law



vi) Idempotent Law



vii) Identity Law



viii) Inverse Law



ix) Domination Law



x) Absorption Law



xi) Contrapositive Law



xii) Definition of Implication
Prove that ((p ( T) ( (q ( F)) ( (p ( q ( r ( r) ( p ( q.

((p ( T) ( (q ( F)) ( (p ( q ( r ( r)   

( ((p ( T) ( (q ( F)) ( (p ( q ( r)    Idempotent

( ((p ( T) ( q) ( ((p ( q )( r)          Associative and Identity

( (p ( q) ( ((p ( q) ( r)                    Identity

( p ( q                                              Absorption 

Prove that  (((p ( (r ( (r)) ( (((q ( (q ( ((p ( (q))) ( p

(((p ( (r ( (r)) ( (((q ( (q ( ((p ( (q)))

( (((p ( T) ( (((q ( (q ( ((p ( (q)))     Inverse

( (((p) ( (((q ( (q ( ((p ( (q)))            Identity

( p ( (((q ( (q ( ((p ( (q)))                    Double Negation

( p ( (((q ( (q ( ((p ( q)))                      DeMorgan’s

( p ( (((q ( q)                                           Absorption

( p ( ((T)                                                    Inverse

( p ( F  

( p                                                                Identity  

7. If p, q are primitive statements, prove that (¬p ( q) ( (p ( (p ( q)) ↔ (p ( q)

(¬p ( q) ( (p ( (p ( q))     (Premise)

    ↔    (¬p ( q) ( (p ( p ( q)       (Associative Law of Conjunction)

    ↔    (¬p ( q) ( (p ( q)             (Idempotent)

    ↔    ((¬p ( q) ( p) ( q             (Associative Law of Conjunction)

    ↔    [(p ( ¬p) ( (p ( q)] ( q     (Distribution)

    ↔    [ F0  ( (p ( q)] ( q            (Inverse)

    ↔    (p ( q) ( q                         (Indentity)

    ↔    p ( q ( q                           (Associative Law of Conjunction)

    ↔    p ( q                                  (Idempotent)

12.  Show that for primitive statements p, q, 

   p XOR q  ↔ [(p ( ¬q) ( (¬p ( q)]  ↔  ¬(p ↔ q)


   p XOR q                                                            (Premise)

    ↔       (p ( q)  ( ¬ (p ( q)                                            (Definition of XOR)

    ↔       (p ( q)  ( (¬p ( ¬q)                                          (DeMorgan's Law)

    ↔       [(p ( q)  ( ¬p] (  [(p ( q) ( ¬q)]                      (Distribution)

    ↔       [(¬p ( p) ( (¬p ( q)] (  [(¬q ( p) ( (¬q ( q)]   (Distribution)  X 2

    ↔       [F0 ( (¬p ( q)] (  [(¬q ( p) ( F0]                      (Inverse) X 2

    ↔       (¬p ( q) (  (¬q ( p)                                           (Indentity)

    ↔       (p ( ¬q) ( (¬p ( q)                                            (Commutative)  X 2

    ↔       ¬ [¬ (p ( ¬q) ( ¬ (¬p ( q)]                                (DeMorgan's Law)

    ↔       ¬ [(¬p ( q) (  (p ( ¬q)]                                     (DeMorgan's Law) X 2

    ↔       ¬ [(p → q) (  (q → p)]                                       (Def. of Implication) X 2

    ↔       ¬(p ↔ q)                                                            (Def. of Bi-conditional)

18.  Give the reasons for each step in the following simplifications of compound statements.

    a.  [ (p ( q) ( (p ( ¬q) ] (  q                   Reasons
   ↔  [ p ( (q ( ¬q) ] (  q                             Distribution

   ↔  (p ( F0) (  q                                         Inverse

   ↔  p (  q                                                   Identity

   b.  (p → q) ( [¬q ( (r ( ¬q)]                           Reasons

   ↔ (p → q) ( ¬q                                              Absorption

   ↔ (¬p ( q) ( ¬q                                       Def. of Implication

   ↔ ¬q ( (¬p ( q)                                           Commutative

   ↔ (¬q ( ¬p) ( (¬q ( q)                                  Distribution

   ↔ (¬q ( ¬p) ( F0                                                                      Inverse

   ↔ ¬q ( ¬p                                                                                    Identity

   ↔ ¬(q ( p)                                                                               DeMorgan's


d) Logical Equivalence


e) Rules of Inference (Most Important listed)



i) Modus Ponens



ii) Law of the Syllogism



iii) Rule of Conjunction



iv) Rule of Contradiction



v) Rule of Simplification



vi) Rule of Amplification



vii) Constructive Dilemma



viii) Destructive Dilemma


f) Demonstrations
1. 
p ( q

   
s ( r

p → ¬r__
(  s

Steps   
Reasons

1) p ( q 
Premise

2) s ( r  
Premise

3) p → ¬r                                                   
Premise

4) p                                                            
Simplification on Step 1

5) ¬r                                                           
Detachment on Steps 3 and 4

6) ( s                                                          
Disjunctive Syllogism on Steps 5 and 2

2.    
¬b ( a

         
c → b

¬a

(¬c ( ¬b) → d___
         
(  d

Steps                                                         
Reasons

1) ¬b ( a                                               
Premise

2) c → b                                                   
Premise

3) ¬a                                                           
Premise

4) (¬c ( ¬b) → d                                      
Premise

5) ¬b                                                          
Disjunctive Syllogism on Steps 1 and 3

6) ¬c                                                        
Modus Tollens on Steps 2 and 5

7) ¬c ( ¬b                                                 
Conjunction of Steps 5 and 6

8) ( d                                                      
Detachment on Steps 7 and 4

3.
¬s ( p

        
r → ¬q

       
a → q

           
¬b ( ¬p


b ( r_____
        
(  ¬s ( ¬a

Steps                                                         
Reasons

1) ¬s ( p                                                    
Premise

2) r → ¬q                                              
Premise

3) a → q                                             
Premise

4) ¬b ( ¬p                                              
Premise

5) b ( r                                                  
Premise

6) b → ¬p                                               
Def. of Implication on Step 4

7) ¬p ( ¬q                                              
Constructive Dilemma on Steps 5, 6, 2 

8) s → p                                                    
Def. of Implication on Step 1

9) (  ¬s ( ¬a                                         
Destructive Dilemma on Steps 3, 7, 8

4.  
(¬p ( q) → (r ( s)

     
¬p → (r → w)

     
(s → e) ( p

       
¬p ( q__________
    
(  w ( e

Steps                                                         
Reasons

1) (¬p ( q) → (r ( s)                               
Premise

2) ¬p → (r → w)                                      
Premise

3) (s → e) ( p                                          
Premise

4) ¬p ( q                                                  
Premise

5) r ( s                                                    
Detachment on Steps 1, 4

6) ¬p                                                      
Simplification on Step 4

7) r → w                                                   
Detachment on Steps 2, 6

8) s → e                                                  
Disjunctive Syllogism on Steps 6, 3

9) (  w ( e                                          
Constructive Dilemma on Steps 5, 7, 8

5.  
p

           
p → q

           
¬r → ¬q

           
¬r ( s

     
(g ( u) → ¬s__
        
( ¬u

Steps                                                       
Reasons

1) p                                                        
Premise

2) p → q                                                      
Premise

3) ¬r → ¬q                                                  
Premise

4) ¬r ( s                                                       
Premise

5) (g ( u) → ¬s                                           
Premise

6) q                                                              
Detachment on Steps 1, 2

7) r                                                               
Modus Tollens on Steps 3, 6

8) s                                                              
Disjunctive Syllogism on Steps 4, 7

9) ¬(g ( u)                                                  
Modus Tollens on Steps 5, 8

10) ¬g ( ¬u                                                 
DeMorgan’s Law on Step 9

11) ( ¬u                                                     
Simplification on Step 10

6.    
b → s

       
¬s ( r

      
i ( ¬r


b_____

         
(  i

Steps                                                        
Reasons

1) b → s                                                    
Premise

2) ¬s ( r                                                      
Premise

3) i ( ¬r                                                      
Premise

4) b                                                           
Premise

5) s                                                           
Detachment on Steps 1, 4

6) r                                                             
Disjunctive Syllogism on Steps 2, 5

7) ( i                                                        
Disjunctive Syllogism on Steps 3, 6

7.        
s → p

           
c → ¬q

           
r → q

           
b → ¬p

      
b ( c__
         
( ¬s ( ¬r

Steps                                                             Reasons

1) s → p
Premise

2) c → ¬q
Premise

3) r → q
Premise

4) b → ¬p
Premise

5) b ( c
Premise

6) ¬q ( ¬p
Constructive Dilemma on Steps 2, 4, 5

7) (¬s ( ¬r
Destructive Dilemma on Steps 1, 3, 6

8.   
p → q

        
¬q ( r

           
r → (t ( s)


¬s ( p____

       
(   t

Steps                                                             Reasons

1) p → q
Premise

2) ¬q ( r
Premise

3) r → (t ( s)
Premise

4) ¬s ( p
Premise

5) p
Simplification on Step 4

6) ¬s
Simplification on Step 4

7) q
Detachment on Steps 5, 1

8) r
Disjunctive Syllogism on Steps 7, 2

9) t ( s
Detachment on Steps 8, 3

10) ( t
Disjunctive Syllogism on Steps 6, 9 

(More found in Lab 2 and Extra Demonstrations sheet)


g) English to logic

Convert the following sentences to logical symbols.  If Rob gets an A in discrete structures, the he did his hw or is really smart. If Rob does his hw, then he’ll be prepared for the foundation exam.  Rob got a A, but is not really smart.  Therefore, Rob will be prepared for the foundation exam.

p – Rob gets an A

q – Rob is really smart

r – Rob does his hw

s – Rob is prepared for foundation exam

(p → (q ( r)) ( (r → s) ( (p ( (q) ( s

Either programming is not easy or debugging is not easy. Either debugging is easy, or you are a good programmer.  If you have experience, then programming is easy.  Therefore if you have experience then you are a good programmer.

r – Programming is easy

s – Debugging is easy

p – You are a good programmer

q – You have experience

(¬r ( (s) ( (s ( p) ( (q ( r) ( (q ( p)


h) Quantifiers



i) Existential



ii) Universal



iii) Open Statements



iv) Universe of Discourse

8. Let p(x), q(x), and r(x) denote the following open statements.


p(x):  x² - 8x + 15 = 0


q(x):  x is odd


r(x):  x > 0

For the universe of all integers, determine whether the following statements are true or false.  If the statement is false, give a counter example. 

a. (x [p(x) → q(x)]                  True

b. (x [q(x) → p(x)]                  False:   x = 1

c. (x [p(x) → q(x)]                   True

d. (x [q(x) → p(x)]                  True

e. (x [r(x) → p(x)]                    True

f. (x [¬q(x) → ¬p(x)]              True 

g. (x [p(x) → (q(x) ( r(x))]      True

h. (x [(p(x) ( q(x)) → r(x)]     False:    x = -1

21. For the following statements the universe comprises all nonzero integers.  Determine the truth value of each statement.

a. (x (y  [xy = 1]                                          True

b. (x (y [xy = 1]                                          False

c. (x (y [xy = 1]                                           False

d. (x (y [(2x + y = 5) ( (x – 3y = -8)]          True

e. (x (y [(3x – y = 7) ( (2x + 4y = 3)]          False

22. Answer exercise 21 for the universe of all nonzero real numbers.

a.   True

b.   False

c.    True

d.   True

e.    True

25.  Let the universe for the variables in the following statements consist of all real numbers.  In each case negate and simplify the given statement.

a. (x (y [(x > y) → (x – y > 0)]                   True

b. (x (y [(x < y) → (z (x < z < y)]              True

c. (x (y [( |x| = |y| ) → (y = ± x)]                  True

3. Chapter 3 – Set Theory


a) Properties


b) Universe


c) Subsets



i) Proper


d) Empty Set


e) Equality


2.  Let A = {1, {1}, {2}}.  Which of the following are true?

a) 1 ( A                      True

b) {1} ( A                  True

c) {1} ( A                  True

d) {{1}} ( A              True

e) {2} ( A                  True

f) {2} ( A                   False

g) {{2}} ( A              True

h) {{2}} ( A              True

4. Which of the following statements are true?

a) ( ( (                   False

b) ( ( (                   False

c) ( ( (                    True

d) ( ( {(}               True

e) ( ( {(}               True

f) ( ( {(}              True


e) Set Operations



i) Union



ii) Intersection



iii) Set Difference



iv) Complement



v) Symmetric Difference
2.  If  A = [0, 3], B = [2, 7), with U = Real Numbers, determine each of the following:

a) A ( B             [2, 3]

b) A ( B             [0, 7)

c) ¬A                   {x | x ( U (  x ( [0, 3]} 

d)  A ∆ B            [0, 2) ( (3, 7)

e) A – B              [0, 2)

f) B – A              (3, 7)

3.  a)  Determine the sets A, B where A – B = {1, 3, 7, 11},  B – A = {2, 6, 8} and

A ( B = {4, 9}.

A = {1, 3, 4, 7, 9, 11}

B = {2, 4, 6, 8, 9}

b)  Determine the sets C, D where C – D = {1, 2, 4}, D – C = {7, 8} and 

C ( D = {1, 2, 4, 5, 7, 8, 9}.

C = {1, 2, 4, 5, 9}

D = {5, 7, 8, 9}


f) Set Theory Laws



i) Double Complement



ii) DeMorgan’s



iii) Commutative



iv) Associative



v) Distributive



vi) Idempotent



vii) Identity



viii) Inverse



ix) Domination



x) Absorption


g) Venn Diagrams


h) Membership Tables
17. Using the laws of set theory, simplify each of the following:

a) A ( (B – A)

     Steps                                                                       Reasons 

    A ( (B – A)                                                         Start

    A ( (B ( ¬A)                                                      Definition of Set Difference

    A ( ¬A ( B                                                         Associative Law

    (  (  B                                                                 Inverse Law

    (                                                                           Domination Law

b) (A ( B) ( (A ( B ( ¬C ( D) ( (¬A ( B)

Steps                                                                       Reasons 

(A ( B) ( (A ( B ( ¬C ( D) ( (¬A ( B)          Start

(A ( B) ( (¬A ( B) (  (A ( B ( ¬C ( D)         Associative Law

(((A ( B) ( ¬A) ( ((A ( B) ( B)) ( (A ( B ( ¬C ( D)           Distributive Law

(((A ( B) ( ¬A) ( B) ( (A ( B ( ¬C ( D)                                Absorption Law

(((¬A ( A) ( (¬A ( B)) ( B) ( (A ( B ( ¬C ( D)                   Distributive Law

(U ( (¬A ( B) ( B) ( (A ( B ( ¬C ( D)          Inverse Law

((¬A ( B) ( B) ( (A ( B ( ¬C ( D)                  Domination Law

B ( ((A ( B ( ¬C) ( D)                                       Absorption Law (with Associative)

(B ( ((A ( B) ( ¬C)) ( (B ( D)                         Distribution Law (with Associative)

((B ( (A ( B)) ( (B ( ¬C)) ( (B ( D)              Distribution Law


B ( (B ( ¬C) ( (B ( D)                                      Absorption Law (with Associative)

B ( (B ( D)                                                          Absorption Law 

B                                                                             Absorption Law                    

c) (A – B) ( (A ( B)

Steps                                                                       Reasons
 (A – B) ( (A ( B)                                                 Start

 (A ( ¬B) ( (A ( B)                                             Def. of Set Difference

 ((A ( ¬B) ( A) ( ((A ( ¬B) ( B)                      Distributive Law

 A  ( ((A ( ¬B) ( B)                                            Absorption Law

 A ( ((B ( A) ( (B ( ¬B))                                   Distributive Law

 A ( ((B ( A) ( U)                                                Inverse Law

 A ( (B ( A)                                                          Identity Law

 A                                                                            Absorption Law

d) ¬A ( ¬B ( (A ( B ( ¬C)

Steps                                                                       Reasons 

  ¬A ( ¬B ( (A ( B ( ¬C)                                   Start

  ¬A ( ¬B ( ((A ( B) ( ¬C)                                Associative Law

¬A ( ((¬B ( (A ( B)) ( (¬B ( ¬C))                Distributive Law

¬A ( (((¬B ( A) ( (¬B ( B)) ( (¬B ( ¬C))   Distributive Law

¬A ( (((¬B ( A) ( U) ( (¬B ( ¬C))                Inverse Law

¬A ( ((¬B ( A) ( (¬B ( ¬C))                           Identity Law

(¬A ( (¬B ( A)) ( (¬A ( (¬B ( ¬C))              Distributive Law

(U ( ¬B) ( (¬A ( ¬B ( ¬C)                             Inverse Law (With Associative)

U ( (¬A ( ¬B ( ¬C)                                          Domination Law

¬A ( ¬B ( ¬C                                                    Identity Law

4. Chapter 4 – Induction and the Division Algorithm


a) Weak Induction


b) Strong Induction


c) Induction to Prove Inequalities

See Lab #4 for inductions problems. Also note pages 208 and 219 


d) GCD and LCM


e) Euclidean Algorithm


f) Extended Euclidean Algorithm


g) The Divides “|” Operator
Find GCD(2415, 10395) and express it as a linear combination of 2415 and 10395.

10395 = 4(2415) + 735

2415 = 3(735) + 210

735 = 3(210) + 105

210 = 2(105) + 0

GCD(2415, 10395) = 105

105 = 735 – 3(210)

105 = 735 – 3(2415 – 3(735))

105 = 10(735) – 3(2415)

105 = 10(10395 – 4(2415)) – 3(2415)

105 = 10(10395) – 43(2415)

Find GCD(2160, 935) and express it as a linear combination of 2160 and 935.

2160 = 2(935) + 290

935 = 3(290) + 65

290 = 4(65) + 30

65 = 2(30) + 5

30 = 6(5) + 0

GCD(2160, 935) = 5

5 = 65 – 2(30)

5 = 65 – 2(290 – 4(65))

5 = 9(65) – 2(290)

5 = 9(935 – 3(290)) – 2(290)

5 = 9(935) – 29(290)

5 = 9(935) – 29(2160 – 2(935))

5 = 67(935) – 29(2160)

2.  a, b, c, d  (  Z+.  Prove that 

a)  [(a|b) ( (c|d)] → ac|bd
Assume [(a|b) ( (c|d)]

↔    b = an  (  d = cm     (n,m  (  Z+       Definition of “divides” operator 
=     d * b = d * a * n                              Multiply both sides by d 

=     bd = cm * a * n                                Substitute in cm
=    bd = acmn                                        Since mn (  Z+   (By closure property of Integers) ↔   ac|bd     
b)  a|b → ac|bc
Assume a|b

↔   b = an​​​    (n (  Z+       

=     c * b = c * a * n        

↔   bc|ac
thus a|b → ac|bc
c)  ac|bc  →  a|b.

Assume ac|bc  

↔    bc = acn​​​    (n (  Z+       

=      b = an                           

↔    b|a
3.  If p, q are primes, prove that p|q if and only if p = q.    p,q > 1

Assume for primes p,q that p|q
↔   q = pn

Since q is prime, it must be true that either p = q and n = 1  or  p = 1 and n = q.
Since p > 1, it follows that p = q.

Assume for primes p,q that p = q.

=    p * 1 = q                       let  n = 1

=    pn = q

=   p|q

h) Meaning of x ( y (mod n)

5. Chapter 5 & 7 – Relations and Functions


a) Cross Product of Sets


b) Definition of a Relation


c) Properties of Relations


d) Definition of a Function


e) Properties of Functions


f) Injective


g) Surjective


h) Inverse Functions


i) Closure Functions


j) Pigeonhole Principle


k) Function Composition


h) Relation Composition


i)Reflexive


j) Symmetric


k) Transitive


l) Anti-Symmetric (Does NOT mean “Not Symmetric”)


m) Equivalence Relations/Partitions


n) Partial Ordering Relations

See Labs 6, 7 and the Function/Relation review on website

6. Chapter 1 – Combinatorics


a) Rule of Product


b) Rule of Sum


c) Permutations


d) Combinations


e) The Binomial Theorem


f) Combinations with Repetition 

See Lab 8 (a and b) 

7. Chapter 8 – Inclusion/Exclusion Principle

See pg 396 in book

This is generally what you should expect on the exam.  I only included selected problems, for more see the course website or the book. The questions on the exam, though, may not be limited to these concepts.  There are maybe a few things that I have missed, but that does not mean that it won’t show up on the exam. More practice can be found in the labs worksheets found on the course website. Also online are some logic laws, theories, etc…Please try to utilize all of your resources. Good Luck!

